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1|Introduction    

Today, the increasing competitiveness of enterprises depends on how much the price and quality of products 

or services, after-sales service, and ultimately, profit margins for stakeholders are satisfactory. Proper and 

effective selection and approval approaches are the main factors affecting Six Sigma, a comprehensive 

quantitative improvement method for achieving impressive results [1]. The project-based approach eliminates 

waste, reduces costs, increases profits, and improves the organization's quality, achievable through the project-

based approach [2]. DMAIC is a widely applicable tool used to drive Six Sigma projects. In other words, 
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  DMAIC is a systematic and orderly method for problem-solving and driving such projects. DMAIC is an 

acronym for the five phases that make up the process [3]: 

I. Define the problem, improvement activity, opportunity for improvement, project goals, and customer 

(internal and external) requirements. 

II. Measure process performance. 

III. Analyze the process to determine root causes of variation, poor performance (defects). 

IV. Improve process performance by addressing and eliminating the root causes. 

V. Control the improved process and future process performance. 

The prioritization and selection of Six Sigma improvement projects, performed in the "Define" phase, are the 

most challenging and controversial activities in Six Sigma projects. Proper project selection can improve the 

potential advantages of Six Sigma. In addition, any mistakes in the selection process lead to the failure of Six 

Sigma projects. There are various methods for evaluating and selecting projects, some of which are presented 

in Table 1. 

Table 1. Project selection methods and example. 

 

Using these methods, especially MCDM, for evaluating and selecting projects, decision-makers face 

challenges [17], [18]. One of these challenges is that in many decision problems, decision-makers typically 

prefer to assess alternatives in linguistic terms instead of numerical forms and tend to form the output of 

these problems as words. Still, the output of these methods is pure numbers. It leads to the missing 

subjectivity of decision-makers' assessments. On the other hand, in new approaches such as Fuzzy Inference 

System (FIS) or Neural Networks, since the core of the methods is an IF-Then Rule-based system, there is a 

challenge that all rules that each decision-maker constructs for selecting projects will not be chosen. In some 

cases, rules are specified, or decision-makers reach a consensus on only a few rules. 

We propose a novel ranking model based on the Per-C method to address the challenges. Per-C has three 

components: Encoder, Computing With Words (CWW) engine, and Decoder. Using Perceptual Reasoning 

(PR) in the CWW engine takes all rules, and none are attended. We present the outputs of the Per-C for 

selecting projects linguistically in the form of a recommendation by using Jaccard's similarity measure in the 

Decoder.   

Nowadays, sustainable development is a new paradigm that has received a lot of attention in many areas. In 

project selection problems, some researchers have considered only the concept of selection criteria in their 

process. Still, in this paper, in addition to the idea of sustainability, the concept is considered for determining 

criteria and used for designing the proposed model [19]–[22].  

 

Researcher/s Approach Category 

Yang and Hsieh [4] Analytic Hierarchy Process (AHP) 
Multiple Criteria Decision 
Making (MCDM) 

Laosirihongthong et al. [5] AHP 
Saghaei and Didehkhani [6] Analytic Network Process (ANP) 

Zellner et al. [7] QFD and AHP  
Hybrid Approach Mansoori et al. [8] Fuzzy AHP and fuzzy goal programming 

Shaygan and Testik [9] Fuzzy MCDM & Delphi 

Padhy and Sahu [10] Linear programming  
Mathematical 
Programming 

Kalashnikov et al. [11] Quadratic programming  
Sitek and Wikarek [12] Multi-objective programming 

Bermudez Peña et al. [13] Adaptive neuro-fuzzy inference system Artificial Intelligence 

Khan et al. [14] Brainstorming, interviewing, 
QFD, Kano model, groups 
Focus Other methods 

Tansakul and Yenradee [15] Matrix ranking of project 
Abyaneh and Nojehdehi [16] QFD 
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  The rest of this paper is organized as follows: Section 2 provides an overview of the Interval Type 2 Fuzzy 

Sets (IT2FSs) theory. In Section 3, the theoretical background of Perceptual Computer (Per-C). In Section 4, 

the details of the proposed model are presented. In Section 5, we provide a case study to illustrate the 

effectiveness and applicability of the proposed approach. Finally, conclusions are drawn in Section 6. 

2|Interval Type 2 Fuzzy Sets 

This section briefly reviews the basic concepts of Type-2 Fuzzy Sets (T2 FS) and Interval Type-2 Sets(IT2 

FS). 

A T2 FS in the universal of discourse X by a type-2 membership function  μÃ(x, u), is shown as follows [23]: 

In which 0 ≤ μÃ(x, u) ≤ 1. 

Where x is the primary variable, Jx ∈ [0, 1] is the primary membership of x, u is the secondary variable, and 

μÃ(x, u) is the secondary membership function at x. A T2 FS, denoted as Ã, can be characterized as [23]: 

where Jx ⊂ [0, 1] and ∬ denotes union over all admissible x and u. For discrete universes of discourse ʃ is 

replaced by ∑ [23]. 

In a general T2 FS, when all μÃ(x, u) = 1, then Ã is an IT2 FS. Although the third dimension (i.e., μÃ(x, u)) 

of the IT2 FSs is no longer needed because it conveys no new information about the IT2 FSs (i.e., μÃ(x, u) =

1 for all x and u), the IT2 FSs can still be expressed as a special case of the general T2 FSs as follows [23]:  

Uncertainty in the primary memberships of a general T2 FS, Ã = ∫ ∫ μÃ(x, u) (x, u)⁄
U∈Jxx∈X

, consists of a 

bounded region that we call the Footprint Of Uncertainty (FOU). It is the union of all primary memberships, 

i.e., [24]: 

 

 

 

 

Fig. 1. UMF (Solid), LMF (dashed), FOU (Shaded) and 

an embedded T1 FS (wavy line) for IT2 FS �̃� [24]. 

Observe also that an IT2 FS is bounded from above and below by two T1 FSs, which are called Upper 

Membership Function (UMF) and lower membership function (LMF), respectively (Fig. 1). The UMF and 

lower MF of the T2FS Ã are T1 MFs. That bounded its FOU. An embedded T1 FS2 is any T1 FS within the 

Ã = {((x, u), μÃ(x, u))|for all  x ∈ X, for all u ∈ Jx ⊆ [0,1]}. (1) 

Ã =  ∫ ∫
μÃ(x, u)

(x, u)U∈Jxx∈X

, (2) 

Ã =  ∫ ∫
1

(x, u)U∈Jxx∈X

   Jx ⊆ [0, 1]. (3) 

FOU(Ã) = ⋃ Jx

x∈X

. (4) 

Ã =  
1

FOU(Ã)
 . (5) 
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  FOU. The UMF denoted μ
Ã

(x), for all  x ∈ X and the LMF denoted μÃ(x), for all x ∈ X are type-1 

membership functions, respectively [23].  

 

3|Perceptual Computer  

The Per-C is an instantiation of Zadeh's CWW paradigm, as applied to assist people in making subjective 

judgments (Fig. 2). The Per-C consists of three components: an Encoder, which maps words into IT2FS 

models activating a CWW engine. It contains an application's codebook, a collection of words (the 

application's vocabulary), and IT2 FS models. How to obtain IT2 FS models for words is explained in [25]. 

The Per-C also consists of a CWW engine, which operates on the input words and whose outputs are Foot 

of Uncertainty (FOU(s)); a Decoder, which maps these FOU(s) into a recommendation. The output of the 

CWW engine is mapped into a word (in the vocabulary) most similar to it.  

 

 

 

 

 

 

Fig. 2. Per-C [26]. 

There are many methods to construct if-then rules from data [27], [28] or people [29]. The use of if-then rules 

in a CWW engine is quite different from their use in most engineering applications of rule-based systems 

(Fuzzy Logic Systems (FLSs)) because the output of the Per-C is a recommendation, but in an FLS, the output 

is almost always a number.  

The following sections, describe the Per-C components for creating a rule-based CWW engine. 

3.1|Encoder 

To construct a rule-based CWW engine, one must first ask: "What kinds of IT2 FSs should be used to model 

antecedent, consequent, and input words in a rule-based CWW engine?" Mendel et al. [30] proposed the 

Interval Approach (IA) method for encoding. Later, Wu et al. [24] proposed the Enhanced Interval Approach 

(EIA) for encoding. The EIA method is based on collecting interval endpoint data from a group of subjects 

and does not require subjects to be knowledgeable about fuzzy sets; hence, it can be used by anyone. The 

EIA consists of the data part and the Fuzzy Set (FS) part. For encoding based on this approach, at first, for 

each word in an application Encoding vocabulary, a group of subjects is asked the following question:  

On a scale of 0-10, what are the endpoints of an interval that you associate with the word …? 

After some preprocessing, during which some intervals (e.g., outliers) are eliminated, each of the remaining 

intervals is classified as an interior, left-shoulder, or right-shoulder IT2 FS. Then, each word's data interval is 

individually mapped into its respective T1 interior, left-shoulder, or right-shoulder MF, after which the union 

of all these T1 MFs is taken. The result is a FOU for an IT2 FS model of the word (Fig. 3). The words and 

their FOUs constitute a codebook [31]. The output of this step is used in the CWW engine and Decoder.  

Details of the EIA method can be found in [24]. 

 

FOU(Ã) = ⋃ [μÃ(x), μÃ
(x)] .

x∈X

 (6) 
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Fig. 3. FOUs for CWWs [26]. 

 

3.2|CWW Engine and Decoder 

In this paper, the CWW engine maps IT2 FSs into IT2 FSs employing PR, which combines all fired rules 

using a novel Linguistic Weighted Average (LWA).  

3.2.1|Perceptual reasoning  

Let X̃′ denote an N×1 vector of IT2 FSs that are the inputs to a collection of N rules, as would be the case 

when such inputs are words. Fi(X̃′) denotes a firing level for the ith rule, computed only for the n ≤ N number 

of fired rules, i.e., the rules whose firing level does not equal zero. 

In PR, the fired rules are combined using a LWA. Denote the output IT2 FS of PR as ỸPR . For more details 

on how the LWA is computed, see [32]. 

It can be written in the following expressive way: 

where Ǧi and Fi(X̃′) are IT2 FSs. 

PR has two steps [32]: 

I. A firing quantity is computed for each rule, and there are two kinds of firing quantities: firing interval and 

firing level.  

II. The IT2 FS consequents of the fired rules are combined using a LWA [33] in which the weights are the Firing 

Levels and the signals are the IT2 FS consequents. 

PR using firing level is better than PR firing intervals, and it is simple to compute, so we used PR using firing 

levels in this paper. 

How to compute ỸPR is explained in the following for firing levels. 

PR using firing level  

Let the p inputs that activate a collection of N rules be denoted by X̃′. The result of the input and antecedent 

operations for the ith fired rule is the firing level Fi(X̃′), where 

In which sJ (X̃j
′, F̃j

i) is the Jaccard's similarity measure for IT2 FSs [32],  

 

ỸPR =  
∑  Fi(X̃′) × G̃i

n
i=1

∑  Fi(X̃′)n
i=1

, (7) 

Fi(X̃′) = min sJ (X̃1
′ , F̃1

i ), … , min sJ(X̃p
′ , F̃p

i ) ≡  f i,      j = 1, … , p,     i = 1, … , N. (8) 

sJ (X̃1
′ , F̃j

i) =

∫ min (Xj(x), Fj

i
(x)) dx

X
+ ∫ min (Xj(x), Fj

i(x)) dx
X

∫ max (Xj(x), Fj

i
(x)) dx

X
+ ∫ max (Xj(x), Fj

i(x)) dx
X

 . (9) 
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  Computing  𝐘𝐏𝐑 

An interior FOU for rule consequent Ǧi is depicted in Fig. 4(a). Observe that for an interior FOU, the height 

of Gi is denoted hGi, the α-cut on Gi is denoted [air(α), bil(α)], α ∈ [0, hGi], and the α-cut on Gi is denoted 

[ail(α), bir(α)], α ∈ [0, 1]. For the left shoulder Ǧi depicted in Fig. 4(b), hGi=1 and ail(α) = air(α) = 0 for 

for all α ∈  [0,1]. For the right shoulder Ǧi depicted in Fig. 4(c), hGi=1 and bil(α) = bir(α) = M for for all α ∈

[0,1]. 

Because the output of PR must resemble the three kinds of FOUs in a codebook, ỸPR can also be an interior, 

left-shoulder or right-shoulder FOU, as shown in Fig. 4. [24], [31], [32]. The α-cut on YPR is [yLl(α), yRr(α)] and 

the α-cut on YPR is [yLr(α), yRl(α)], where, as explained in [32], [33], the endpoints of these α-cuts are computed 

as solutions to the following four optimization problems: 

where 

Note that Eqs. (12)-(16) can easily be computed by EKM algorithms [17], [24], [31–33]. Details of the 

algorithms for computing ỸPR can be found in [26].  

Observe from Eqs. (12) and (13) that YPR, characterized by [yLl(α), yRr(α)], is completely determined by G
i
 

because it depends only on ail(α) and bir(α), and from Eqs. (14) and (15) that YPR, characterized by [yLr(α), 

yRl(α)], is completely determined by Gi, because it depends only on air(α) and bil(α). Also, observe, from Eqs. 

(12) and (13), that ỸPR is always normal; that is, its = 1, α − cut can always be computed. It differs from other 

approximate reasoning methods, such as the Mamdani-inference-based method, whose aggregated fired-rule 

output sets are abnormal. For the latter, even if only one rule is fired, unless the firing level is one, the output 

is a clipped or scaled version of the consequent IT2 FS instead of a normal IT2 FS [32]. It may cause problems 

when the output is mapped to a word in code booking the decoder. 

 

 

 

 

 

 

a. 

 

YPR =  ⋃ [yLr(α|yRl(α))].
α∈ [0,1] 

 (10) 

YPR =  ⋃ [yLl(α|yRr(α))].
α∈ [0,1] 

 (11) 

yLl(α) =  
∑  ail(α)f in

i=1

∑  f in
i=1

,      α ∈  [0,1]. (12) 

yRr(α) =  
∑  bir(α)f in

i=1

∑  f in
i=1

,      α ∈  [0,1]. (13) 

yLr(α) =  
∑  air(α)f in

i=1

∑  f in
i=1

,      α ∈  [0, hYPR
]. (14) 

yRl(α) =  
∑  bil(α)f in

i=1

∑  f in
i=1

,      α ∈  [0, hYPR
], (15) 

hYPR
= min hGi

. (16) 
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c. 

Fig. 4. Typical word FOUs and an α-cut; a. interior FOU, b. 

left-shoulder FOU, and c. right-shoulder FOU.  
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b. 

 

 

 



 A novel ranking model based on perceptual computer (Per-C) for selecting sustainable projects 

 

126

 

   

  

 

 

 

 

 

c. 

Fig. 5. PR FOUs and α-cuts on a. interior, b. left-shoulder, 

and c. right-shoulder. 

 

In summary, knowing the Firing Levels f i, i = 1, … , n, YPR is computed in the following way:  

I. Select m appropriate α − cut for YPR (e.g., divide [0,1] into m–1 intervals and set αj =

 (j − 1) (m − 1)⁄ , j = 1,2, … , m). 

II. Find the αj α − cut on Gi (i = 1, … , n); denote the endpoints of its interval as [ail(α), bir(α)], respectively. 

III. Compute yLl(αj) in Eq. (4) and yRr(αj) in Eq. (5). 

IV. Repeat Steps 2 and 3 for every αj (j = 1, … , m). 

V. Connect all left coordinates (yLl(αj), αj) and all right coordinates (yRr(αj), αj) to form the UMF YPR. 

Similarly, to compute YPR: 

I. Determine hGi
, i = 1, … , n , and hYPR

 in Eq. (8). 

II. Select appropriate p α − cut for YPR (e.g., divide [0, hYPR
] into p − 1 intervals and set αj =

hYPR
(j − 1) (m − 1)⁄ , j = 1,2, … , p). 

III. Find the αj α − cut on Gi (i = 1, … , n). 

IV. Compute yLr(αj) in Eq. (6) and yRl(αj) in Eq. (7). 

V. Repeat Steps 3 and 4 for every αj (j = 1, … , p). 

VI. Connect all left coordinates (yLr(αj), αj) and all right coordinates (yRl(αj), αj) to form the LMF YPR. 

3.3|Decoder 

The decoder maps the CWW Engine output FOUs into a recommendation. The recommendation from the 

decoder can have three forms: Word, Rank, and Class. There have been many methods for each of the forms 

[33]. In this paper, we use Jaccard's similarity to measure the degree of similarity between the results' IT2 FSs 

and the codebook to map them into words; for more details on how Jaccard's similarity measure is computed 

(see [33]).  

4|Proposed Model 

As shown in Fig. 6, our proposed model has three stages, each with one or more Per-Cs. In the model, the 

inputs of the first stage are defined based on the concept of sustainability in economic, environmental, and 

social dimensions, and the outputs of this stage are the inputs to the second stage; similarly, the outputs of 

the second stage are the inputs to the third stage, and finally, the outputs of the third stage are the final result 

of the model. In this model, in the first component of the Per-C method in every stage, namely Encoding, 
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  the EIA method is used. In the second component of the Per-C method, namely the CWW engine, the 

problem is structured based on an IF-Then Rule-based system, and for solving it, the PR approach is applied 

in the third component of the Per-C method, namely Decoding, Jaccard's similarity measure is used. 

 

Fig. 6. The general proposed model for selection project. 

In the following, steps of the formation and implementation of the proposed model are presented: 

Step 1. Define the problem and form a group of experts. 

In this step, the problem and its components, including inputs (antecedents), outputs (consequent), and 

Alternatives, should be defined and formed by a group of experts. In this step, after creating a group of 

experts, a list of candidate criteria/variables should be prepared for defining inputs and output, then experts 

are asked to select the desired criteria/variables as inputs (antecedents) and outputs (consequents). 

Step 2. Defining a set of words or linguistic terms. 

For each criterion/variable, a set of words or linguistic terms should be determined in this step. 

Step 3. Construction codebook words (Encoding). 

Each expert is asked to collect interval data for each word to generate codebook words. Commonly used 

scales are 1 through 5, 0 through 5, 0 through 10, and so on for collecting interval data. Then, the collected 

intervals are used to establish an FOU for each word using the EIA method. You can see details on how data 

are processed and mapped to IT2 FSs in [31], [32].  

Step 4. Establish rules. 

Rules are the heart of the CWW engine; in this step, each of the experts in the group establishes a set of rules 

based on the inputs (antecedents) and outputs (consequents).   

Recalling that, a generic if-then rule is represented as 

where xi  is called antecedents, and y is called the consequent, and F1
i ,…, Fp

i  and Gi are words modeled by 

IT2FSs. These words are defined in Step 2.  

Ri: IF x1 is F1
i  and … and xp is Fp

i , THEN y is Gi,    i = 1, … , N, (17) 



 A novel ranking model based on perceptual computer (Per-C) for selecting sustainable projects 

 

128

 

  Here, it is assumed that each rule is associated with a question of the form. For example, in the two-antecedent 

rule, if antecedent 1 is (word) and antecedent 2 is (word), then there is (word) of the behavior. 

Assuming that each antecedent is described by five FSs, in this rule, there would be 25 questions. Each expert 

is asked to choose one of the given words for the consequent's FSs. Implementing this step will lead to rule 

consequent histograms because every expert has to respond differently to a question. 

Step 5. Data preprocessing. 

Considering the rule's bad responses and outliers, consequent histograms must be eliminated before use. In 

this step, data in the rule consequent histograms should be preprocessed in three steps: 1) bad data processing, 

2) outlier processing, and 3) tolerance limit processing. The details of these steps can be found in [17]. 

Step 6. Obtaining the aggregated consequent. 

Considering that the rule consequent histograms established by the expert responses for each rule, to avoid 

loss of comments decision makers (DM) and use all of them, an approach for preserving the distributions of 

the expert responses should be taken. We applied the proposed approach by Wu [26]. The approach is to 

maintain the distributions of the expert responses for each rule by using a different weighted average to obtain 

the rule consequences. 

Assuming that there are N different combinations of antecedents and each combination has M possible 

different consequents, there can be as many as MN rules. Denote the mth consequent of the ith combination 

of the antecedents as Ỹm
i  (m =  1, 2, . . . , M, i =  1, 2, . . . , N), and the number of responses to Ỹm

i  as wm
i . For 

each i, all M Ỹm
i  can be combined first into a single IT2 FS by a special LWA.  

For example, in a two-antecedent rule 

Ỹi then acts as the new consequent for the ith rule. 

Step 7. Computing aggregated  ỸPR. 

The consequent (ỸPR) each alternative is computed by using Eq. (20). 

where f i are computed by Eqs. (2) and (3), and Ỹi are computed by Eq. (10). 

Step 8. Compute the linguistic recommendation.  

In this step, ỸPR maps into words using Jaccard's similarity measuring.  

5|Case Study 

The main goal of this paper is to provide a novel model for sustainable project selection. In this section, the 

proposed model is applied to a manufacturing company active in the automobile field in Iran. The company 

after the implementation of the Six Sigma project in the casting department to reduce the scrap rate in the 

cylinder heads, defined 5 improvement projects as follows: 

I. Install manipulator for discharging parts in shake-out. 

II. Design, making, and utilizing a timer for pouring. 

III. Install Laser Pour in WAGNER for better and more controlled pouring. 

IV. Increase the length of the cooling line for cooling parts in the mold until deformation defects decrease. 

Ỹi =  
∑  wm

i × Ỹm
i  m

i=1

∑ wm
im

i=1

. (18) 

Ri: IF x1 is F̃1
i  and x2 is F̃1

i , THEN y is Ỹi,          i = 1, … , N. (19) 

ỸPR =  
∑  f i × Ỹi N

i=1

∑ f iN
i=1

,       i = 1, … , N, (20) 
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  V. Exchange the mixer from 2 tons to 3 tons continuously. 

Details of the implementation of the proposed model for this case are described in the following: 

Step 1. Define the problem and form a group of experts. 

For this study, 20 experts were organized as a group of decision-makers. Based on literature reviews and 

interviews with the group, a list of criteria was prepared, and the participants were asked to determine the 

desired ones. The results are presented in Table 2.  

The proposed model has three stages presented in Fig. 8. In Stage 1, we considered two Per-Cs in the 

Economic group and one Per-C for each of the environmental and social groups. This stage has eight inputs 

(Criteria C1-C8) and four outputs: Economic 1, Economic 2, environmental and social. In Stage 2, we 

considered two Per-Cs for the Sustainable group and two outputs, Economic and environmental-social. 

Finally, Stage 3 has one output. 

Table 2. Inputs/outputs for three stages of the case study. 

 

Step 2. Defining a set of words or linguistic terms. 

In the proposed model, all its inputs and outputs are defined using linguistic terms represented by five words: 

1) Very Low, 2) Low, 3) Medium, 4) High, and 5) Very High. 

Dimensions of 
Sustainability 

Criteria/Inputs 
of Stage 1 

Description 
Outputs of Stage 1 
and Inputs of Stage 2 

Outputs of Stage 
2 and Inputs of 
Stage 3 

Economic 

Time (C1)  The time implementation of the 
project 

Economic 1 

Economic 

Cost (C2)  The cost implementation of the 
project 

Reduce waste (C3) 
The impact of the 
implementation of the project on 
reducing quality  

Economic 2 

Quality (C4) 
The impact of the 
implementation of the project on 
increasing quality 

Environmental 

Resource 
consumption (C5)  

The impact of the 
implementation of the project on 
reducing resource consumption 

Environmental 

Environmental-
social 

Environmental 
pollution (C6)   

The impact of the 
implementation of the project on 
reducing environmental pollution 

Social 

Experience and 
knowledge 

Experience and Knowledge in 
the implementation of the 
project (C7) 

Social 

Learning and 
growth (C8) 

The impact on increasing growth  
and learning of employees  
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Fig. 8. The ranking project model of the case study. 

 

Step 3. Construction the codebook. 

Every stage needs a codebook for inputs (antecedents) and outputs (consequent). We used the EIA method 

to establish the FOU for each word defined in Step 2 and construct a codebook. In this method, experts are 

asked to determine interval numbers for assigning these words, after which the interval numbers are mapped 

into word FOUs. The results of this step are presented in Table 3.  

Table 3. Used words and FOUs for defining inputs (antecedents) and 

outputs (consequent) of rules. 

 

 

 

 

Step 4. Establish the rules.  

In this step, each expert established 25 rules based on the inputs (antecedents) and outputs (consequents), 

presented in Table 2 and Fig. 7, to describe all antecedents and consequents in five words. For example, one 

of the rules in Economic 1 Per-C in the first stage is: 

If the cost is Low and time is Medium, then the Priority of the project of Economic 1 dimension is High. 

And the other one in Economic 2 Per-C in the first stage is: 

IF Reduce Waste is Very Low and Quality is High, then the Priority of the project of Economic 2 dimension 

is Very High. 

After all the experts established the rules in every stage, rule-consequent histograms were formed (Tables 4-

10). For example, the first row of Table 4 means that if the value of X1 and X2 are both equal to VL, seven 

DM considered M for the value of Y, ten DM's considered H for the value of Y and two DM's considered 

VH for the value of Y. 

Linguistic Terms/Words FOUs 

Very Low (VL) [(0,0,0.54,1.97;1) (0,0,0.09,1.021;1)] 
Low (L) [(0.58,2,3.25,4.41;0.42) (0.2.29,2.69,2.69,3.02;1)] 
Medium (M) [(1.17,3.5,5.5,7.82;0.39) (4.08,4.65,4.65,5.41;1)] 
High (H) [(4.37,6.5,8,9.41;0.37) (7.29,7.56,7.56,8.20;1)] 
Very High (VH) [(7.36,9.81,10,10;1) (9.37,9.95,10,10;1)] 
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  Table 4. Histogram of two-antecedent rules between criteria 

x1 = cost and x2 = time, and consequent y = priority of the 

project of  Economic 1 dimension. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5. Histogram of two-antecedent rules between criteria x1 = 

reduce waste and x2= quality, and consequent y= priority of the 

project of Economic 2 dimension. 

 

 

 

 

 

 

 

 

 

 

 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 0 0 7 10 2 
2 VL\L 0 0 8 8 1 
3 VL\M 0 0 4 8 1 
4 VL\H 0 2 5 10 2 
5 VL\VH 1 6 5 4 0 
6 L\VL 0 0 6 4 2 
7 L\L 0 2 6 9 0 
8 L\M 2 1 5 8 3 
9 L\H 1 3 5 7 0 
10 L\VH 0 2 3 8 3 
11 M\VL 0 2 6 10 0 
12 M\L 0 1 6 8 1 
13 M\M 0 0 7 8 0 
14 M\H 0 6 3 5 0 
15 M\VH 1 7 2 3 0 
16 H\VL 3 8 3 1 0 
17 H\L 5 8 2 1 0 
18 H\M 6 9 1 0 0 
19 H\H 7 9 0 0 0 
20 H\VH 9 4 0 0 0 
21 VH\VL 8 7 1 0 0 
22 VH\L 8 9 2 0 0 
23 VH\M 9 8 1 0 0 
24 VH\H 11 5 0 0 0 
25 VH\VH 16 1 0 0 0 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 20 0 0 0 0 
2 VL\L 17 3 0 0 0 
3 VL\M 1 5 13 0 0 
4 VL\H 0 6 11 2 0 
5 VL\VH 0 4 10 6 0 
6 L\VL 18 2 0 0 0 
7 L\L 0 20 0 0 0 
8 L\M 0 8 7 0 0 
9 L\H 0 3 10 2 0 
10 L\VH 0 0 11 5 0 
11 M\VL 2 6 10 0 0 
12 M\L 0 3 13 0 0 
13 M\M 0 0 20 0 0 
14 M\H 0 0 13 7 0 
15 M\VH 0 0 11 7 1 
16 H\VL 0 6 11 2 0 
17 H\L 0 3 10 7 0 
18 H\M 0 0 8 10 0 
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  Table 5. Continued. 

 

 

 

 

 

 

Table 6. Histogram of two-antecedent rules between criteria x1 = 

resource consumption  and x2 = environmental pollution, and 

consequent y = priority of the project of environmental 

dimension. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7. Histogram of two-antecedent rules between criteria 

x1 = experience & knowledge and x2 = growth & learning, 

and consequent y = priority the project of social dimension. 

 

 

 

 

 

 

 

No. x1/x2 
Y 

VL VL VL VL VL 

19 H\H 0 0 0 20 0 
20 H\VH 0 0 0 7 13 
21 VH\VL 0 1 11 7 0 
22 VH\L 0 0 10 8 0 
23 VH\M 0 0 6 10 1 
24 VH\H 0 0 0 18 2 
25 VH\VH 0 0 0 0 20 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 11 9 0 0 0 
2 VL\L 10 7 1 0 0 
3 VL\M 4 7 5 0 0 
4 VL\H 0 1 4 1 0 
5 VL\VH 0 7 3 3 0 
6 L\VL 9 8 0 0 0 
7 L\L 8 7 1 0 0 
8 L\M 3 8 5 0 0 
9 L\H 0 3 9 5 0 
10 L\VH 0 1 7 8 0 
11 M\VL 0 0 8 9 0 
12 M\L 0 8 5 1 0 
13 M\M 0 1 9 1 0 
14 M\H 0 1 12 5 0 
15 M\VH 0 0 11 6 0 
16 H\VL 0 6 7 1 0 
17 H\L 0 3 10 5 0 
18 H\M 0 0 11 7 0 
19 H\H 0 0 0 15 2 
20 H\VH 0 0 3 9 4 
21 VH\VL 0 0 12 5 0 
22 VH\L 0 0 17 2 0 
23 VH\M 0 0 5 14 1 
24 VH\H 0 0 0 18 2 
25 VH\VH 0 0 0 3 17 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 11 6 0 0 0 
2 VL\L 9 5 0 0 0 
3 VL\M 6 7 3 0 0 
4 VL\H 0 1 7 1 0 
5 VL\VH 0 0 6 1 0 
6 L\VL 10 8 0 0 0 
7 L\L 9 7 3 0 0 
8 L\M 7 4 2 0 0 
9 L\H 0 3 6 1 0 
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  Table 7. Continued. 

 

 

 

 

 

 

 

 

 

 

 

Table 8. Histogram of two-antecedent rules between criteria x1 = 

priority the project of economic dimension and x2 = priority the 

project of Economic 2 dimension, and consequent y = priority the 

project of economic dimension. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No. x1/x2 
Y 

VL L M H VH 

10 L\VH 0 0 7 2 0 
11 M\VL 0 3 6 0 0 
12 M\L 0 1 5 0 0 
13 M\M 0 2 11 3 0 
14 M\H 0 3 10 5 0 
15 M\VH 0 0 12 3 0 
16 H\VL 0 0 11 5 0 
17 H\L 0 0 13 6 0 
18 H\M 0 0 8 8 2 
19 H\H 0 0 7 11 2 
20 H\VH 0 0 2 13 4 
21 VH\VL 0 2 8 1 0 
22 VH\L 0 1 10 3 0 
23 VH\M 0 0 7 11 1 
24 VH\H 0 0 4 8 8 
25 VH\VH 0 0 0 5 15 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 8 6 0 0 0 
2 VL\L 3 7 0 0 0 
3 VL\M 2 4 5 0 0 
4 VL\H 0 3 7 1 0 
5 VL\VH 0 1 8 1 0 
6 L\VL 10 6 0 0 0 
7 L\L 6 14 0 0 0 
8 L\M 0 8 9 0 0 
9 L\H 0 7 6 0 0 
10 L\VH 0 3 12 5 0 
11 M\VL 2 12 2 0 0 
12 M\L 1 6 5 0 0 
13 M\M 0 1 16 1 0 
14 M\H 0 0 10 8 0 
15 M\VH 0 0 7 8 0 
16 H\VL 0 2 7 0 0 
17 H\L 0 3 11 1 0 
18 H\M 0 0 9 5 0 
19 H\H 0 0 0 14 5 
20 H\VH 0 0 0 11 8 
21 VH\VL 0 0 11 3 0 
22 VH\L 0 0 9 6 0 
23 VH\M 0 0 7 10 1 
24 VH\H 0 0 0 10 8 
25 VH\VH 0 0 0 3 17 
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  Table 9. Histogram of two-antecedent rules between criteria x1 = 

priority the project of environmental dimension and x2 = priority 

the project of social dimension, and consequent y = priority the 

project of environmental-social dimension. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10. Histogram of rules between criteria x1 = priority for the 

project of economic dimension and x2 = priority for the project of 

environmental-social dimension, and consequent y = the final 

priority of the project. 

 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 10 7 0 0 0 
2 VL\L 7 5 0 0 0 
3 VL\M 3 7 3 0 0 
4 VL\H 0 5 8 3 0 
5 VL\VH 0 1 5 6 0 
6 L\VL 6 9 0 0 0 
7 L\L 3 10 0 0 0 
8 L\M 1 9 3 0 0 
9 L\H 0 5 9 1 0 
10 L\VH 0 3 7 2 0 
11 M\VL 1 5 8 0 0 
12 M\L 2 6 9 0 0 
13 M\M 0 1 16 3 0 
14 M\H 0 0 11 7 0 
15 M\VH 0 0 9 12 0 
16 H\VL 0 3 8 0 0 
17 H\L 0 1 9 1 0 
18 H\M 0 0 9 8 0 
19 H\H 0 0 6 13 1 
20 H\VH 0 0 3 12 5 
21 VH\VL 0 5 7 0 0 
22 VH\L 0 2 11 6 0 
23 VH\M 0 0 8 7 0 
24 VH\H 0 0 5 12 3 
25 VH\VH 0 0 0 4 16 

No. x1/ x2 
Y 

VL L M H VH 

1 VL\VL 15 5 0 0 0 
2 VL\L 11 9 0 0 0 
3 VL\M 5 8 2 0 0 
4 VL\H 1 6 7 0 0 
5 VL\VH 0 5 10 1 0 
6 L\VL 11 8 0 0 0 
7 L\L 1 14 0 0 0 
8 L\M 0 11 6 0 0 
9 L\H 0 5 12 0 0 
10 L\VH 0 3 15 0 0 
11 M\VL 0 2 13 0 0 
12 M\L 0 5 15 0 0 
13 M\M 0 0 19 0 0 
14 M\H 0 0 15 3 0 
15 M\VH 0 0 10 5 1 
16 H\VL 0 2 9 1 0 
17 H\L 0 6 10 2 0 
18 H\M 0 0 7 8 0 
19 H\H 0 0 0 17 3 
20 H\VH 0 0 0 12 8 
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  Table 10. Continued. 

 

 

 

 

 

Table 11. Preprocessed histogram of rules from Table 4, between 

criteria x1 = cost and x2 = time, and consequent y = priority the 

project of Economic 1 dimension.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Step 5. Preprocess the data. 

The preprocessing process is performed for all histograms (Tables 4-10). Due to the space limitation, only the 

result of the preprocessing of Table 4 is presented in Table 11. 

Steps 6 and 7. Obtain the aggregated consequent and compute the aggregated  ỸPR. 

In this study, 5 projects have been defined for ranking with the specifications presented in Table 12. 

The consequent (ỸPR), for each alternative is computed using Eqs. (10) and (11). The results are presented in 

Tables 13-15. 

Table 12. Defined projects (alternatives) and their status in each criterion. 

 

 

 

 

No. x1/x2 
Y     

VL L M H VH 

21 VH\VL 0 3 12 1 0 
22 VH\L 0 1 15 2 0 
23 VH\M 0 0 3 12 5 
24 VH\H 0 0 0 14 6 
25 VH\VH 0 0 0 8 12 

No. x1/x2 
Y 

VL L M H VH 

1 VL\VL 0 0 7 10 2 
2 VL\L 0 0 8 8 1 
3 VL\M 0 0 0 8 0 
4 VL\H 0 2 5 10 2 
5 VL\VH 1 6 5 4 0 
6 L\VL 0 0 6 4 2 
7 L\L 0 2 6 9 0 
8 L\M 2 1 5 8 3 
9 L\H 1 3 5 7 0 
10 L\VH 0 2 3 8 3 
11 M\VL 0 2 6 10 0 
12 M\L 0 1 6 8 1 
13 M\M 0 0 7 8 0 
14 M\H 0 6 3 5 0 
15 M\VH 1 7 2 3 0 
16 H\VL 3 8 3 1 0 
17 H\L 5 8 2 1 0 
18 H\M 6 9 1 0 0 
19 H\H 7 9 0 0 0 
20 H\VH 9 4 0 0 0 
21 VH\VL 8 7 1 0 0 
22 VH\L 8 9 2 0 0 
23 VH\M 9 8 1 0 0 
24 VH\H 11 5 0 0 0 
25 VH\VH 16 0 0 0 0 

No. Projects 
Criteria 

C1 C2 C3 C4 C5 C6 C7 C8 

1 Install manipulator for discharging parts in shake-out. M M H M M L L M 

2 Design, making, and utilizing a timer for pouring VH VH H VH H M M VH 



 A novel ranking model based on perceptual computer (Per-C) for selecting sustainable projects 

 

136

 

  Table 12. Continued. 

 

 

 

 

 

 

 

Step 8. Compute the linguistic recommendation.   

In this step, by using Jaccard's similarity measuring, ỸPR of each stage map into words (Tables 13-15). The 

results are presented in Tables 13-15. 

For example, in Table 13, in Stage 1: for Economic 1 dimension, the first project has two inputs, C1 is Medium 

and C2 is Medium, based on both the Priority of the project of Economic 1 dimension (ỸPR) is High. For the 

Economic 2 dimension, the first project has two inputs: C1 is High, and C2 is Medium. Based on those, the 

Priority of the project of Economic 2 dimension (ỸPR) is High. 

For the Environmental dimension, the first project has two inputs: C1 is Very High, and C2 is High, on the 

ground of which is the Priority of the project Environmental dimension (ỸPR) is Very High. Finally, for the 

Social dimension, the first project has two inputs: C1 is Low, and C2 is Very High, based on the Priority of the 

project of the environmental dimension (ỸPR) is Medium. In this stage, each of the outputs (ỸPR) for the 

project is an input for the second stage. 

Therefore, in the second stage (Table 14), for the Economic dimension, the first project has two inputs, C1 = 

the Priority of the project of Economic 1 dimension (ỸPR) is High, and C2 = the Priority of the project of 

Economic 2 dimension (ỸPR) is High, based on which the Priority of the project of Economic dimension 

(ỸPR) is High.  

For the environmental-social dimension, the first project has two inputs: C1 = the Priority of the project of 

the environmental dimension (ỸPR) is Very High, and C2 = the Priority of the project of Social dimension 

(ỸPR) is Medium, and based on them, the Priority of the project is the environmental-social dimension (ỸPR) 

is High. 

In this stage, each of the outputs (ỸPR) for the project is input for the third stage.  

So in the third stage (Table 15), for the final dimension, the first project has two inputs, C1 = the Priority of 

the project of Economic dimension (ỸPR) is High, and C2 = the Priority of the project of environmental-

Social dimension (ỸPR) is High; consequently, the Priority of the project (ỸPR) is High. In Tables 13-15, dashed 

curves are ỸPR and they mapped words in the five-word vocabulary (solid curve) in Table 3. The priority of 

other projects is defined similarly. 

 

 

 

 

 

 

 

No. Projects 
Criteria 

C1 C2 C3 C4 C5 C6 C7 C8 

3 
Install Laser Pour in WAGNER for better and 
more controlled pouring. L L L M VL M VH M 

4 
Increase the cooling line length for the mold's 
cooling parts until deformation defects decrease. M H H H VH H VL L 

5 
Exchange the mixer from 2 ton to 3 ton 
continuous. 

VH VH VH VH VL M VL VH 



 

 

 Table 13. Outputs of the first stage of the proposed model. 

 

 

 

 

Inputs and Outputs of Stage 1 for 
Economic 1  

Inputs and Outputs of Stage 1 for 
Economic 2 

Inputs and Outputs of Stage 1 for 
Environmental 

Inputs and Outputs of Stage 1 for Social 

No 
X1 

= 

C1 

X2 

= 

C2 

Y= Priority of the 
Project of Economic 1 

Dimension (𝐘𝐏𝐑) 

No 
X1 

= 

C3 

X2 

= 

C4 

Y= Priority of the Project 
of Economic 2 

Dimension (𝐘𝐏𝐑) 

No 
X1 

= 

C5 

X2 

= 

C6 

Y= Priority of the 
Project of   
Environmental 

Dimension (𝐘𝐏𝐑) 

No 
X1 

= 

C7 

X2 

= 

C8 

Y= Priority of the 
Project of Social 

Dimension (𝐘𝐏𝐑) 

1 M M 

 

1 H M 

 

1 VH H 

 

1 L VH 

 

2 L M 

 

2 VH H 

 

2 H M 

 

2 M VH 

 

3 H VH 

 

3 VH L 

 

3 VL L 

 

3 H M 

 

4 L L 

 

4 L M 

 

4 VL M 

 

4 M L 

 

5 VH H 

 

5 H M 

 

5 VH M 

 

5 VL VH 
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  Table 14. Outputs the second stage of the proposed model. 

 

Table 15. Outputs of  the third stage of the proposed model and ranking projects. 

 

According to the output of the third stage, presented in the third column of Table 15, the priority of projects 

is P2> P1> P5,P4> P3. 

N
o 

X1= 

Economic 1 
X2 = 

Economic 2 

Y= 

Priority of the 
Project of  
Economic  
Dimension 

(𝐘𝐏𝐑) 

X1 = 

Environmental 

 
X2 = 

Social 
 

Y= 

Priority the 
Project of  
Environmental–
Social 
Dimension 

(𝐘𝐏𝐑) 

1 

      

2 

      

3 

      

4 

  
    

5 

      

No 
Inputs of Stage 3 

Y= Outputs of Stage 3 Rank 
X1= Economic X2 = Environmental–Social 

1 

   

2 

2 

   

1 

3 

   

4 

4 

   

3 

5 

   

3 
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To test the proposed model's validity, we compared the outputs with the results of the suggested method 

presented by the company introduced in the case study.   

This method scores the projects from 1 to 10 based on two factors. These factors are "the impact on the 

strategic goals" and "the ability to implement." The final score is obtained by multiplying the two values of 

factors. The maximum scores are selected as the top priority. The result of the method is shown in Table 16.  

Table 16. The result of the validity of the model. 

 

The result of the proposed model is close to the result of the applied method in the company.  

6|Conclusion 

This paper presents a novel ranking model based on the Per-C method and the concept of sustainability for 

selection projects. The main findings are summarized as follows: 

I. Using the Per-C method is a new experience in project selection problems that have not been mentioned 

in any literature, and its advantages over non-fuzzy methods are used. The benefits of this method over 

others are that it gets experts' opinions regarding evaluating alternatives and presents outputs as words. 

II. However, the economic criteria are classic processes' most commonly used criteria for project selection 

problems. Still, sustainability is a modern paradigm that considers project evaluation and selection's 

economic, social, and environmental effects. Considering the concept of sustainability, the following 

criteria have been determined as the main criteria in project selection: Cost, Time, and Reduce Waste and 

Quality as Economic dimensions; resource consumption and environmental pollution as environmental 

dimension; and growth and learning and knowledge and experience as social dimensions . 

III. According to Fig. 7, in addition to using the sustainability concept for determining the criteria, the concept 

has also been used in designing the model. The proposed model has three stages. The first stage comprises 

four Per-Cs (two belong to economic and the rest to environmental and social dimensions). In the second 

phase, the concept of sustainability is fully developed by integrating two economic dimensions with two 

environmental and social ones. Project rating is addressed in the third phase by using a Per-C. After 

implementing the proposed model, Projects 2 and 1 were selected as prioritized. 

IV. In decision problems, decision-makers express their evaluations with uncertainties and through linguistic 

variables. After the process execution, their outputs are presented as pure numbers. In the proposed model, 

the inputs can be in words and the form of words, rank, or class. In this case study, outputs are presented 

as words using Jaccard's similarity measure; therefore, the degree of subjectivity is kept. 

V. In new methods such as the FLS, where problems are structured with an IF–Then Rule-based system, the 

opinions of all decision-makers about all possibilities in rule creation are not considered, whereas the 

proposed model considers them. According to Tables 4-10, all decision-makers opinions are maintained 

using the PR approach in the Per-C method. 

Project 
The Impact on the 
Strategic Goals (C1) 

Ability to 
Implementation (C2) 

Final 
Score 

Rank 

Install manipulator for discharging parts 
in shake-out. 7 8 56 2 

Design, making, and utilizing a timer for 
pouring 8 8 64 1 

Install Laser Pour in WAGNER for 
better and more controlled pouring. 5 6 30 5 

Increase the length of the cooling line for 
cooling parts in the mold until the 
deformation defects. 

7 6 42 4 

Exchange the mixer from 2 tons to 3 tons 
continuous. 

7 7 49 3 
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  VI. The obtained results imply decision-makers' satisfaction and applicability of the model when there is 

numerous numbers of projects for ranking . 

VII. We encourage researchers to use the proposed model in other decision problems and weighting criteria of 

the model then include the weights in the proposed model as well as other future research using other 

methods such as FLS plus comparing its results with the model. 

We used MATLAB software to solve the problem. All basic codes are available in this website 

(http://sipi.usc.edu/~ mendel/software). 
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