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1|Introduction    

Information Geometry (IG) is a field that applies techniques from differential geometry to statistics [1]. It 

aims to use geometric metrics to provide a new way to describe the probability density function, serving as a 

coordinate system in Statistical Manifolds (SMs). A manifold [2] is a mathematical concept that represents a 

space with certain properties. In this context, a manifold is a finite-dimensional Cartesian space, denoted as 
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Abstract 

Information Geometry (IG) offers a differential geometric perspective for examining statistical models, where families of 

probability distributions are regarded as manifolds. This paper presents a new method for modeling the IG of a stable M/G/1 

queueing system. By defining the M/G/1 queue manifold, the Fisher Information Matrix (FIM) and its inverse (IFIM) are 

derived, demonstrating the critical influence of system stability on the existence of IFIM. Divergence measures like Kullback's 

Divergence (KD) and J-Divergence (JD) are explored, revealing the effects of server utilization and the squared coefficient 

of variation on these measures. It is established that the stable M/G/1 queue manifold is developable (with zero Gaussian 

curvature) while containing a non-zero Ricci Curvature Tensor (RCT), along with new dynamics that connect RCT behavior 

to different stability phases. The Information Matrix Exponential (IME) is introduced, illustrating its instability and its reverse 

correlation with the stability of the M/G/1 manifold. The investigation is broadened to include other divergence measures, 

merging Queueing Theory, IG, and Riemannian Geometry. Connections to advanced machine learning and metric learning 

are examined, emphasizing queue learning as an innovative approach. A comprehensive analytical exploration incorporates 

Gaussian and Ricci curvatures, the Einstein Tensor, and the Stress-Energy Tensor, offering insights into their stability 

dynamics and geometric significance. For the first time, this research provides thorough derivations of Gaussian curvature, 

RCT, and their relationships with stability analysis. Computational IG is employed to visualize queueing systems, forging new 

links between Queueing Theory, matrix theory, IG, and the Theory of Relativity. This cohesive framework enhances both 

theoretical and practical understandings of queueing systems. 
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  ℝ𝐧, where ℝ𝐧 refers to a topological space. It is important to note that although figures can be visualized, 

they are considered abstract geometric figures rather than concrete representations. 

In the given context, IG is highlighted as being significantly important [1], [3,] [4]. Fig. 1 illustrates how 

parameter inference, represented by θ̂. Additionally, previous research has explored the geometric structures 

of exponential distribution families. 

 

Fig. 1. SM’s parametrization [3]. 

One mathematical method for solving systems of linear differential equations is the Information Matrix 

Exponential (IME). It also has significant applications in the theory of Lie groups, which are mathematical 

structures that have important implications in various areas of mathematics and physics [3]. Interarrival time 

distribution (IG) of stable M/D/1 queues was studied by using features of queue length pathways; the article 

introduced a geometric structure to the set of M/D/1 queues; for a more detailed survey, consult [3]. This 

strategy connected information matrix theories with IG, opening new insights into queueing theory. 

According to [3], [5], Ricci curvature quantifies the distinction between the standard Euclidean Metric (EM) 

and the Riemannian Metric (RM) in the setting of the article. In contrast, the difference in volume between a 

geodesic ball and an Euclidean ball with the same radius is measured by scalar curvature. Fig. 2 depicts the 

knowledge facilitation of comprehension of the geometric characteristics of spaces and how they deviate from 

Euclidean geometry. 

 

Fig. 2. curved surfaces' geodesic representation [6]. 

I. states that the exponential of the Fisher Information Matrix (FIM) for the stable M/G/1 queue, a 

mathematical model used in queueing theory, solves 𝑑𝑥/𝑑𝑡 =  Ax. Here, x represents a vector with n 

dimensions, and A is a nxn matrix. The second extended study by [6] builds upon their previous work [7] 

and introduces new contributions: 

II. Finding the underlying QM's KD and JD measures. 

III. Proving that the FIM of the underlying QM solves: 𝑑𝑥/𝑑 =  Ax. 

This current paper is an ultimate extension of both papers, with the main deliverables : 

I. Extending the study over two new additional divergence measures, namely Rényi′s and sAB′s, together with 

a complete illustrative numerical result for all these measures, including KD, JD. This links Queueing theory 
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  IG with deep machine learning and metric learning. Furthermore, this reveals the revolutionary approach of 

queue learning.  

II. The solenoidability (incompressibility) of the underlying queueing system is shown. This concept is analogous 

to the divergence theorem [8]. 

III. Full analytic study of Gaussian curvatures subject to both Angular and Monge Techniques together with the 

overall stability dynamics impact on these curvatures.  

IV. The current paper provides a comprehensive analysis of the Einstein Tensor and Stress Energy Tensor, 

exploring their relationship with stability dynamics and curvatures. It also introduces the definitions and 

interpretations of Gaussian and Ricci curvatures, as well as the Einstein Tensor. 

V. Extending the study to include two new divergence measures, Rényi's and 𝑠𝐴𝐵′𝑠, along with illustrative 

numerical results such as KD and JD. This extension connects queueing theory, IG, deep machine learning, 

and metric learning, revealing a novel approach called queue learning.  

VI. Additionally, the paper explores the impact of stability dynamics on Gaussian curvatures, provides a 

comprehensive analysis of Einsteinian and  Stress Energy Tensors, and establishes a unified theorem of 

queueing-theoretic correlations with both special and general relativity.  

The road map of this study is as follows: the core definitions for IG are contained in Section 2. In Section 3, 

FIM and its inverse for the underlying QM are obtained. In Section 4, the α-connection of a stable M/G/1 

queue manifold is obtained. In Section 5, the KD and JD [6], Rényi's, and sAB divergences of a stable M/G/1 

QM are computed. In Section 6, methodical arguments are developed, demonstrating the developability and 

non-zero RCT for the underlying queuing manifold system. In addition, a comprehensive examination of the 

recently announced QT-IG unifiers is presented in Section 6. Section 7 investigates eFIM(M/G/1) and how the 

underlying QM's stability impacts FIM's stability. 

In Section 8, Ricci scalar, ℛ, a curvature of spacetime (Einstein tensor) ℘, stress-energy tensor, Τ, the 

corresponding threshold theorems for the underlying curvatures, and the dual queueing impact on the 

existence of the inverse Fisher Information Matrix (IFIM). Section 9 discusses the cueing theoretic impact 

on the continuity of newly devised Queueing-Information Geometric Unifiers (QIGU). Section 10 is entirely 

devoted to closing remarks combined with the next phase of research. 

2|Main Definitions 

2.1|Main Definition of IG 

Definition 1 ([6]). SM. We denote a SM,M = {p(x, θ)|θϵΘ} and p(x, θ)  as a PDF. Here, θ =

(θ1, θ2, . . , θn)ϵΘ ⊂ ℝn. 

Definition 2 ([6]). Potential function. The potential function Ψ(θ) denotes (−ℒ(x; θ) = −l n(p(x; θ))) with 

coordinates only. 

Definition 3. FIM, namely [gij]. [gij] [6] reads as 

Definition 4. IFIM, namely  [gij] [6]. 

The arc length is defined to be: 

[gij] = [
∂2

∂θi ∂θj
(Ψ(θ))] , i, j = 1,2, . . , n.     (1) 

[gij]= ([g ij]) )
−1 = 

adj[gij]

∆
, ∆= det[gij].  (2) 

(ds)2 = ∑ gij
n

i,j=1
(dθi)(dθj). (3) 
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Definition 5. α-Connection [6] The α-connection reads as 

Definition 6. Kullback's Divergence (KD), K(p, q). KD, namely  K(p, q) [6] reads as  

J-Divergence (JD) reads as  

In this paper, however, we focus on the Rényi divergence [9], [10]. 

used in Rényi variational inference VI [11].  

Ds,AB
γ,η

(p||q) [12] reads as 

for (γ, η)ϵℝ2 such that γ ≠ 0, η ≠ 0 and  γ + η ≠ 0. 

The authors [12] have presented  a novel (dis)similarity measure, namely Ds,AB
γ,η

(p||q) Eq. (8). Moreover, it  has 

been illustrated [12] that Ds,AB
γ,η

(p||q) is potentially robust. 

Fig. 3. Beyond euclidean [13]. 

 

Definition 7. The α − curvature RiemannianTensors,  Rijkl
(α)

 [6] reads. 

where Γij
k(α) = Γij,s

(α)gsk, i,j,k,s = 1,2,...,n.   

The α − Ricci  curvatures (Ricci Tensors)  Rik
(α)

  reads [6]. 

Γij,k
(α)

 = (
1−α

2
)(∂i ∂j ∂k(Ψ(θ))), ∂i = 

∂

∂θi
,  α is real. (4) 

K(p, q) = Eθp [l n (
p(x;θp)

q(x;θq)
)] = ∫ p(x; θp)l n (

p(x;θp)

q(x;θq)
)dx. (5) 

J(p, q) =  l n (
p(x; θp)

q(x; θq)
)

(p(x;θp)−q(x;θq))

dx = K(p, q) + K(q, p). (6) 

DR
γ
(p||q) =  

1

(γ − 1)
ln(∑(p(n))

γ
∞

n=0

(q(n))
1−γ

). (7) 

Ds,AB
γ,η

(p||q) =
1

η(η+γ)
ln (∑ (p(n))

γ+η∞
n=0 )+

1

γ(η+γ)
ln (∑ (q(n))

γ+η∞
n=0 ) −

1

γη
ln(∑ (p(n))

γ∞
n=0 (q(n))

η
). 

(8) 

 Rijkl
(α)

= [(∂jΓik
s(α) − ∂iΓjk

s(α)) gsl + (Γjt,l
(α)Γik

t(α) − Γit,l
(α)Γjk

t(α))] , i, j, k, l, s, t = 1,2,3, … . , n, (9) 

 Rik
(α)

=  Rijkl
(α)
gjl, i, j, k, l = 1,2,3,… . , n. (10) 
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The α − sectional curvaturesKijij

(α)
 reads [6]. 

Potentially,  

One mathematical object that can be obtained by contacting the Riemannian Tensor is the Ricci Tensor [14]. 

It measures the curvature of space and is employed in the study of Riemannian manifolds. To obtain the Ricci 

Tensor, the contraction procedure entails summing a few components of the Riemannian Tensor [6]. 

An oriented Riemannian manifold's Ricci Curvature Tensor (RCT) [15] quantifies the difference between a 

geodesic ball's volume on the manifold and its volume in Euclidean space. It gives details on the manifold's 

curvature and how it differs from flat space. Knowledge of the geometry and characteristics of curved spaces 

in connection to Euclidean geometry requires a knowledge of this topic. 

RCT [16] measures how volumes change over time along geodesic paths on a Riemannian manifold. When 

the Ricci curvature is positive, it indicates a smaller diameter. This relationship is supported by the Bonnet-

Myers theorem, which establishes a connection between the manifold's positive Ricci curvature and the 

curvature properties. 

Fig. 4. RCT [17]. 

Definition 8. Considering the linear system of differential equations. 

with x is an n-dimensional vector and A is a nxn matrix. It can be shown [18] the matrix exponential: 

is the solution of Eq. (13).  

If the characteristic polynomial of A is defined by 

The eigenvalues of A [18] solve: 

such that: 

Kijij
(α)

= 
Rijij
(α)

(gii)(gjj) − (gij)
2
, i, j = 1,2,… , n. (11) 

K(α) = 
R1212
(α)

det(gij)
. (12) 

dx

dt
= Ax. (13) 

 eA  =∑
Ai

i!

∞

i=0

=  I + A +
A2

2!
+ ⋯+

Ak

k!
+ ⋯.  (14) 

Φ(δ) = det(A − δI). (15) 

Φ(δ) = (δ) = 0. (16) 
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  eA  reads as: 

where D is the diagonal matrix of eigenvalues of A, and T is the matrix having the corresponding eigenvectors 

of A as its columns [18]. 

Definition 9. Developable surfaces are a special kind of ruled surfaces; they have a Gaussian curvature equal 

to 0 and can be mapped onto the plane surface without distortion of curves: any curve from such a surface 

drawn onto the flat plane remains the same [19]. 

 

Fig. 5. Three kinds of developable surfaces: a. Tangential (on the left), b. Conical (on the 

centre), and c. Cylindrical (on the right).  

Note that curves in bold are directrix or base curves, and straight lines in bold are directors or generating lines 

(curves) [19]. 

2.2|Gaussian and Mean Curvatures, 𝐊𝐆 𝐚𝐧𝐝 𝐇 𝐑𝐞𝐬𝐩𝐞𝐜𝐭𝐢𝐯𝐞𝐥𝐲 [20] 

Definition 10. (Mong Patch Technique). Let K1 and K2 be the principal curvatures of a surface patch 

δ(u, v).  KG(δ) is: 

and its Mean Curvature is: 

For a Mong patch z = f(x, y), KGand H are given by 

and its Mean Curvature is: 

with E =  (
∂f

∂x
)
2

, F =  
∂f

∂x∂y
, G =  (

∂f

∂y
)2, L =

∂2f

∂x2
, M =  

∂f

∂xy
, N =  

∂2f

∂y2
. 

Ax =  δx. (17) 

eA  = T  eD  T−1 . (18) 

KG = K1K2. (19) 

H = 
1

2
(K1 + K2). (20) 

KG = 
LN−M2

EG−F2
. (21) 

H = 
1

2
(
LG−2MF+NE

EG−F2
). (22) 
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  2.2.1|Classification of surface points 

Fig. 6. The elliptic paraboloids 𝐳 =  𝐱𝟐 +

𝟐𝐲𝟐(𝐭𝐨 𝐭𝐡𝐞 𝐥𝐞𝐟𝐭) 𝐚𝐧𝐝 𝐳 =  𝐱𝟐 − 𝟐𝐲𝟐 (to the right) [20]. 

 

Fig. 7. Planar points with quite different shapes [20]. 

 

A torus, as shown in Fig. 8. 

Fig. 8. Torus [20]. 
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Fig. 9. Catenoid [20]. 

2.3|Different Approach to Gaussian and Mean Curvatures 

(Angular Technique) [21] 

A new formulation [21] is introduced for Gaussian Curvature KG and the Mean Curvature is H is defined as 

And 

with K1 and K2 as the principal curvatures are determined by 

where x3 = f(x1, x2) defines the shape of the surface. x1
′  and x2

′  are parallel to the directions of the principal 

curvature, which are rotated through an angle Ꙍ with respect to x1andx2, and 

The angle Ꙍ through which the coordinate frame is rotated to align the axes with the directions of the 

principal curvature at each point on the surface is given by 

A contour plot of Gaussian curvature indicates where structures occur on a surface. If both principal 

curvatures are non-zero, the surface is said to have double curvature [21].  

KG = K1K2.   (23) 

H = 
1

2
(K1 + K2).                                                                        (24) 

K1 = 
B11

(1+(
∂f

∂x1
′ )
2)
3
2

 , K2 = 
B22

(1+(
∂f

∂x2
′ )
2)
3
2

.                                                              (25) 

 
∂f

∂x1
′ = cosꙌ

∂f

∂x1
− sinꙌ

∂f

∂x2
.                                                     (26) 

∂f

∂x2
′ = sinꙌ

∂f

∂x1
+ cosꙌ

∂f

∂x2
. 

(27) 

B11 =
∂2f

∂x1
2 cos

2Ꙍ−2
∂2f

∂x1 ∂x2
sinꙌcosꙌ+

∂2f

∂x2
2 sin

2Ꙍ= 
∂2f

∂x1
′2. 

(28) 

B22 =
∂2f

∂x1
2 sin

2Ꙍ+2
∂2f

∂x1 ∂x2
sinꙌcosꙌ+

∂2f

∂x2
2 cos

2Ꙍ= 
∂2f

∂x2
′2. 

(29) 

tan2Ꙍ = 
−2(

∂2f
∂x1 ∂x2

)

(
∂2f
∂x1

2 −
∂2f
∂x2

2)
. (30) 
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Fig. 10. 𝐊𝐆 are slab structures-related by the three regions (a), 

(b), and (c) [21]. 

2.4|Well-Defined Functions and Bijective  Functions 

Definition 11 ([22]). A function is well-defined if it gives the same result when the representation of the 

input is changed without changing the value of the input. 

Definition 12 ([23]). function f is said to be one-to-one, or injective, if and only if f(x) = f(y) implies x =

y for all x and y in the domain of f. A function is said to be an injection if it is one-to-one. Alternative: A 

function is one-to-one if and only if f(x) ≠ f(y), whenever x  y. This is the contrapositive of the definition. 

A function f from A to B is called onto, or surjective, if and only if for every b  B there is an element a  A 

such that f(a) =  b. Alternative: all co-domain elements are covered. 

A function f is called a bijection if it is both one-to-one (injection) and onto (surjection). 

Definition 13 ([24]). The solution of the cubic equation. 

is characterized arbitrarily by 

where ε3 is given by 

ε2 is called the discriminant of the cubic equation. 

Preliminary Theorem (PT)  [25]. Let f be a function that is defined and differentiable on an open interval 

(c,d). 

2.5|Stability Analysis for Ordinary Differential Equations 

Equilibria are not always stable. Since stable and unstable equilibria play quite different roles in the dynamics 

of a system, it is useful to be able to classify equilibrium points based on their stability. Suppose that we have 

a set of autonomous Ordinary Differential Equations (ODEs) written in vector form [26]: 

a∗w3 + b∗w2 + c∗w+ d∗ = 0.                                                                                                                                            (31) 

y = z −
ε3

z
.                                                 (32) 

w = y −
b∗

3a∗
 .    

(33) 

z = √(−
ε1
2
) ± √ε2

3
. 

(34) 

ε1 = 
2(b∗)3

27
+
d∗

a∗
−

b∗c∗

3(a∗)2
. 

(35) 

ε2 = 
(ε1)

2

4
+
(ε3)

3

27
, 

(36) 

ε3 = −
2(b∗)2

3(a∗)2
+
c∗

a∗
.                                                          (37) 

If f ′(x) > 0 for all x ∈ (c, d) ,then f is increasing on (c, d).   (38) 

If f ′(x) < 0  for all x ∈ (c, d), then f is decreasing on (c, d). (39) 
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Suppose that x∗ is an equilibrium point. By definition, f(x∗) = 0. 

Theorem 1 ([26]). An equilibrium point x∗ of the differential equation, 1 is stable if all the eigenvalues of J∗, 

the Jacobian evaluated at x∗, have negative real parts. The equilibrium point is unstable if at least one of the 

eigenvalues has a positive real part.  

 

Fig. 11. Schematic table of eigenvalues-fixed point-flow [26]. 

2.6|Scalar Curvature(Ricci Scalar), 𝓡 and Einestein Tensor, ℘ 

The scalar curvature (Ricci Scalar), ℛ [15] measures RCT’s contraction. 

The two-dimensional Ricci Scalar, ℛ [27]  is twice as the Gaussian Curvature KG,  

provided that K1and K2 are determined by Eq. (42). 

The Ricci scalar ℛ [15] has a similar meaning to KG, 

Ricci scalar completely captures the curvature of the surface. 

The equations of motion of a classical theory like General Relativity can be derived directly from a suitable 

action by using the Euler-Lagrange equations, leading to the well-known Einstein equations [28]. 

where Gij is the Curvature of Spacetime (Einstein tensor), ℘,  Rij
(α)
  defines spacetime − RCT, namely gij, 𝓡 =

 Rij
(α)
gij, i, j = 1,2,3, …,is the Ricci scalar or scalar curvature, ℊ is the universal gravitational constant,c is the 

speed of light, and ϖij are the components of the stress-energy tensor,ϖ, as a descriptor of spacetime-matter-

energy distributions.  

2.7|Maxima and Minima of Functions of Two Variables  

Suppose that (a1, b1) is a critical point of f(x, y) (i.e, 
∂f(a1,b1)

∂x
=  0 =

∂f(a1,b1)

∂y
 ). Let's denote [29]: 

This provides the critical point categories: 

dx

dt
= f(x).                                             (40) 

ℛ =  Rij
(α)
gij, i, j = 1,2,3, ….                         (41) 

ℛ =   2KG  = 2 K1K2.             (42) 

ℛ = limϵ→0
6n

ϵ2
[1 −

Acurved(ϵ)

Aflat(ϵ)
]. (43) 

Gij =  Rij
(α)

-
ℛ

2
gij =

8πℊϖij

c4
, (44) 

D = D(a1, b1) =  fxx(a1, b1)fyy(a1, b1) − [fxy(a1, b1)]
2
. (45) 
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  I. If D > 0 andfxx(a1, b1) > 0, then there is a relative minimum at (a1, b1). 

II. If D > 0 andfxx(a1, b1) < 0, then there is a relative maximum at (a1, b1). 

III. If D < 0, then the point (a1, b1) is a saddle point. 

IV. If D = 0, then the point (a1, b1) may be a relative minimum, relative maximum, or a saddle point. Other 

techniques would need to be used to classify the critical point. 

2.8|Continuous Functions 

Theorem 2. A function f is continuous at x0 if and only if  f is defined on an open interval (r, s) containing 

x0 and for each ε > 0, there is a δ > 0 such that [30]: 

whenever |x − x0| < δ. 

2.9|The Maclauren’s Series of 𝐥𝐧(𝟏 − 𝐱) for 𝐱 𝐚𝐫𝐨𝐮𝐧𝐝 𝐳𝐞𝐫𝐨[28]. 

3|The Fim and Its Inverse for the Stable M/G/1 QM 

According to [31], the Maximum Entropy (ME) state probability of the generalized geometric solution of a stable M/G/1 

queue (Fig. 12), subject to normalization, Mean Queue Length (MQL), L and server utilization, ρ(<1) is given by  

Fig. 12. Schematic of a stble 𝐌/𝐆/𝟏  queue. 

 

where g =
ρ2

(L−ρ)(1−ρ)
, x =  

L−ρ

L
 and L =

ρ

2
(1 +

1+ρCs
2

1−ρ
), ρ = 1 – p(0) and β =  Cs

2. 

p(n)of Eq. (43) reads as: 

Theorem 3. The underlying QM satisfies: 

I.  

 

|f(x) − f(x0)| < ε. (46) 

ln(1 − x) =  −∑
xn

n
.

∞

n=1

 (47) 

p(n) = {
1 − ρ,                    n = 0,
(1 − ρ)gxn  ,       n ≥ 1.

 (48) 

p(n) =  

{
 
 

 
 

1 − ρ,                              n = 0,

2ρ (
1 + ρβ
1 − ρ − 1)

n−1

((
1 + ρβ
1 − ρ + 1)

n ,       n >  0 ,   withβ =  Cs
2.    

 (49) 

FIM reads as [gij] =  (

1

(1−ρ)2
0

0       
−1

(β+1)2

). (50) 
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II. 

Proof:  

Case 1.  p(0) = 1 − ρ. Thus, 

ℒ(x; θ) = l n(p(x; θ)) =  l n(1 − ρ),   

                                                                                                   

FIM is given by 

[gij] reads as 

Case 2. For n > 0, p(n) =  
2ρ(

1+ρβ

1−ρ
−1)

n−1

((
1+ρβ

1−ρ
+1)

n . Therefore, the coordinate system is two-dimensional satisfying: 

where  

We have 

This completes the proof of this part. 

It could be verified that: 

Finally, after some manipulation, it could be shown that: 

(ds)2=   (
1

(1−ρ)2
)(dρ)2 - 

1

(β+1)2
(dβ)2. (51) 

[gij] reads as [gij] = 
adj[gij]

∆
 =(

(1 − ρ)2 0

0       −(β + 1)2
). (52) 

θ =  θ1 =  ρ, (53) 

Ψ(θ) = −l n(1 − ρ), (54) 

Therefore, 

 ∂1 = 
∂Ψ

∂ρ
= 

1

1−ρ
, 

(55) 

∂1 ∂1 = 
∂2Ψ

∂ρ2
= 

1

(1 − ρ)2
. 

(56) 

[gij] = [
∂2Ψ

∂ρ2
]= [

1

(1−ρ)2
].  (57) 

[gij] = [gij]
−1 = [(1 − ρ)2]. (58) 

ℒ(x; θ) = l n(p(x; θ)) =  l n(1 − ρ) + ln2 − l n(β + 1) + n ln (
ρ(1 + β)

2 + ρ(β − 1)
), (59) 

θ = (θ1, θ2) = ( ρ, β),    with  β =  Cs
2 .          (60) 

 Ψ(θ) =  l n(β + 1) − l n(1 − ρ) − ln2.  (61) 

Thus, we have ∂1 =  
1

1−ρ
∂2 = 

1

β+1
 , ∂11 = 

1

(1−ρ)2
, ∂1 ∂2 = ∂2 ∂1 =  0, ∂22 = −

1

(β+1)2
. (62) 

FIM is given by [gij] = (

1

(1−ρ)2
0

0       
−1

(β+1)2

). (63) 

(ds)2=   (
1

(1−ρ)2
)(dρ)2 - 

1

(β+1)2
(dβ)2.  (51) 

[gij] = 
adj[gij]

∆
 =(
(1 − ρ)2 0

0       −(β + 1)2
) .       (52) 
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4|𝐓𝐡𝐞 𝛂(OR 𝛁(𝛂))-Connection of the M/G/1 QM 

Eq. 61 implies: 

Engaging the same logic, RCT's remaining components can be determined. 

5|Variational Inference, KD, JD, Rényi And s AB  Divergences of 

Stable M/G/1 QM 

5.1|KD and JD Divergences of Stable M/G/1 QM 

The following theorem characterizes both KD and JD of Eqs. (5) and (6), respectively.  

Theorem 4. The underlying QM satisfies: 

Lp defines the mean queue length at p. 

Also,  

where Lp, Lq defines the mean queue length at p and q, respectively. 

Proof: to show (I), the case for n = 0 is straightforward.  For  n > 0,  It could be verified that, using  Eq. (49), 

we have. 

After some few mathematical steps, it could be seen that: 

By Eq. (70), it follows that KD will be determined by. 

This completes the proof. 

Following some mathematical steps, Eq. (68) could be easily verified. 

Clearly, it follows from Eq. (68) that JD is also zero if and only if p = q. This presents a novel result that 

declares the compressibility of the underlying QM if and only if it is stable or when  p and q are identical (i.e., 

ρp = ρq, βp = βq).  

Γ11,1
(α)

 = (
1−α

(1−ρ)3
), Γ11,1

(α)
=
(1−α)

(1−ρ)3
, (64) 

Γ11
1(α)

= 
1 − α

(1 − ρ)
, Γ11
1(0)

= 
1

(1 − ρ)
, (65) 

Γ22
2(α)

= −
1 − α

(1 + β)
, Γ22

2(0)
= −

1

(1 + β)
. (66) 

K(p, q) =  Eθp [l n (
p(x; θp)

q(x; θq)
)] = ln ((

1 − ρp

1 − ρq
)(
1 + βq

1 + βp
) [(

ρq(2 + ρq(βq − 1)

ρp(2 + ρp(βp − 1)
)(
1 + βq

1 + βp
)]

Lp

). (67) 

JD(p, q) = = ln[(
ρq(2 + ρq(βq − 1)

ρp(2 + ρp(βp − 1)
)(
1 + βq

1 + βp
)](Lp−Lq). (68) 

ln (
p(n)

q(n)
) = l n (

ρp

ρq
) +  ln (

1 − ρp

1 − ρq
) + (n − 1)ln (

ρp(1 + βp)

ρq(1 + βq)
) + nln (

(2 + ρq(βq − 1)

(2 + ρp(βp − 1)
). (69) 

K(p, q) = l n [(
1 − ρp

1 − ρq
)(
1 + βq

1 + βp
)] + Lp(ln((

ρq(2 + ρq(βq − 1)

ρp(2 + ρp(βp − 1)
)(
1 + βp

1 + βq
))) (70) 

(n = 0, 1,2, … ., and  Lp = ∑ np(n)∞
n=0 ) =  ln (

1−ρp

1−ρq
) (

1+βq

1+βp
) [(

ρq(2+ρq(βq−1)

ρp(2+ρp(βp−1)
) (

1+βq

1+βp
)]Lp      
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  It is observed by Eq. (67)  that JD is dependent on ρq, βqand the  MQL of Pollaczeck-Khinchin Formula of 

a stable M/G/1 QM at p, Lp(which is dependent on  ρpand βp). To examine the impact of Lp on JD, the 

following experiment is introduced. 

Fig. 13. The impact of MQLp on (−𝐊𝐃). 

Fig. 13 depicts  that KD is a negative decreasing function in MQL at p,Lp.  This justifies the increase of Lp 

will have a significant impact on the decrease of KD. In other words, the increase of MQL at p, would enforce 

the distance between p and q to increase in magnitude. 

The compressibility of M/G/1 QM could be identified visually by presenting the following numerical 

experiment: 

Fig. 14. The impact of MQLp on (−𝐉𝐃). 

The findings of Fig. 14, show that the increase of MQL at p impacts the stable M/G/1 QM's solenoidability 

of. It was observed that M/G/1 QM is solenoidal at the steady state phase of the QM. The increase of  

Lp such that  Lp ≠ Lq, the stable M/G/1 QM is no longer solenoidal. This shows the direct impact of 

queueing parameters on the visualization of the regions of solenoidability of the stable M/G/1 QM. 
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  Meanwhile, we have  

Fig. 15. 𝐒𝐔(𝐩) 𝐯𝐬 𝐊𝐃. 

As observed in Fig. 15, KD decreases and vanishes at  ρp    = 0.5. by the increase of ρp   , KD decreases and 

tends to −∞ when the underlying M/G/1 QM approaches instability (ρp   = 1). 

Fig. 16. 𝐒𝐔(𝐩) 𝐯𝐬 𝐉𝐃. 

As observed by Fig. 16, for n =2, KD increases for permissible values of SU (p) and starts to decrease at 

SU(p) = as we go along. Then, it decreases when SU (p) = 0.4. Afterwards, KD decreases unsoundly, speeding 

rapidly to −∞. In this physical interpretation, stability has a significant impact on the behaviour of KD. In 

principle, it is uncovered that the stability of the M/G/1 QM has a significant impact on the performance of 

KD. 

5.2|Rényi Divergence of Stable M/G/1 QM 

Theorem 5. The underlying queueing system satisfies: 
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Proof: 

It could be easily checked that  DR
γ
(p||q) of Eq. (72) that: 

as required. 

It could be verified that for n > 0,  

We are done. 

As γ → 1, 

lim
γ→1

DR
γ
(p||q) = lim

γ→1

1

(∑ (p(n))
γ∞

n=0 (q(n))
1−γ

)
(∑ [γ(p(n))

γ−1∞
n=0 (q(n))

1−γ
+ (1 − γ)(q(n))

−γ
(p(n))

γ
) =

lim
γ→1

1

(∑ (p(n))
γ∞

n=0 (q(n))
1−γ

)
∑ (1)∞
n=0  = ∞. 

Data Rényi Divergence, RD. 

Case 1. 

Fig. 17. Dual impact of ITP and 𝐒𝐔(𝐩) on (−𝐑𝐃), ITP = 𝐒𝐔(𝐪) = 𝟎. 𝟓, 𝐧 = 𝟎. 

It is shown by Fig. 17 that RD  is drastically decreasing until SU(p) is greater than 1, RD becomes an imaginary 

number, i.e., the instability of M/G/1 QM occurs, RD becomes imaginary!!! 

It is observed that for n = 0, γ → 1(shannonian phase), DR,
1 (p||q) = ln (

1−ρp

1−ρq
). 

RD(p, q) =  DR
γ
(p||q) 

= 

{
 
 

 
 

1

(γ − 1)
(γ ln (1 − ρ

p
)+ (1 − γ)l n (1 − ρ

q
)),                                                                            n = 0

ln [(
ρ
p
(1+ β

q
) (1− ρ

p
)

(1 − ρ
q
) (1 + β

p
)
)]

ρp

+
1

(γ − 1)
ln [∑ p(n)(

ρ
p
(1+ β

p
) (2 + ρ

q
(β

q
− 1))

ρ
q
(2 + ρ

p
(β

p
− 1)) (1+ β

q
)
)

∞

n=1

]

 n(γ−1)

, n > 0.

 

(71) 

RD(p, q) =  DR
γ
(p||q) =  

1

(γ−1)
ln (((p(0))

γ
(q(0))

1−γ

)= 
1

(γ−1)
ln (((1 − ρp)

γ
(1 − ρq)

1−γ
). (72) 

DR
γ
(p||q) =  

1

(γ − 1)
(γ ln(1 − ρp) + (1 − γ)l n(1 − ρq)). (72.1) 

RD(p, q) =  ln (
(1−ρp)(1+βq)

(1−ρq)(1+βp)
)
ρp

  +
1

(γ−1)
ln (∑ (

ρp(1+βp)(2+ρq(βq−1)

ρq(2+ρp(βp−1)(1+βq)
)
n(γ−1)

p(n∞
n=1 )).    
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  Case 2. 

Fig. 18. Dual impact of ITP and 𝐒𝐔(𝐩) on (𝐑𝐃). 

Following Fig. 18, The decreasability of RD is clear because of the dual impact of Su (p) and ITP on RD. 

Case 2, RD, n = 2 

 

Fig. 19. More on SU(p) vs RD. 

As observed from Fig. 19, RD increases rapidly with the increase of ρp. It is expected that RD approaches 

infinity asρp approaches unity(i.e, M/G/1 QM is unstable at p). To show this, we can take the limit of Eq. 

(72.1) as ρp approaches unity. This directly implies that: 

The devised corresponding absolute limiting value of RD is. 

DR
0.5(p||ρq = 0.5, βq = 3) →  ln 0 + 3ln(3) − 2ln (p(1)(1 − p(1)). (73) 

|DR
0.5(p||ρq = 0.5, βq = 3)| → | ln 0 + 3ln(3) − 2ln (p(1)(1 − p(1))| = ∞. (74) 
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5.2|sAB Divergence, 𝐃𝐬,𝐀𝐁

𝛈,𝛄
(p||q) of  Stable M/G/1 QM 

Before going into details, we need to prove the following important lemma as it is needed in the proofs. 

Lemma 1. p(n) of  Eq. (49) rewrites to  

where L =
ρ

2
(1 +

1+ρCs
2

1−ρ
), ρ = 1 – p(0) and β = Cs

2 . 

Proof: For n = 0, it is immediate by Eq. (49). 

 As for n >  0. By the MQL formula, we have L =
ρ

2
(1 +

1+ρβ

1−ρ
). Hence, (2 + ρ(β − 1)) =  

2(1−ρ)L

ρ
. This 

implies: 

By Eq. (76) and Eq. (49), the proof follows. 

Theorem 6.  sABn=0  divergence vanishes, 

Proof: For n = 0, p(n) =  1 − ρp , q(n) =  1 − ρq. Hence, it follows by Eq. (8) that:  

Theorem 7. For n ≠ 0, sAB divergence is determined by 

for (γ, η)ϵℝ2 such that γ ≠ 0, η ≠ 0 and  γ + η ≠ 0. 

Proof: we have  

Following Eq. (8),  

It could be checked that the RHS of Eq. (80) reduces after some lengthy computation to: 

p(n) =  {

1 − ρ,                                     n = 0

2ρ(1 − ρ)

(1 + β)
(
ρ2(1 + β)

(1 − ρ)L
)

n

,               n >  0 ,   with β =  Cs
2.

 (75) 

2ρ(
1+ρβ

1−ρ
−1)

n−1

((
1+ρβ

1−ρ
+1)

n = 
2ρ(

ρ(1+β)

1−ρ
)
n−1

((
(2+ρ(β−1))

1−ρ
)
n  =  

2ρ(
ρ(1+β)

1−ρ
)
n−1

((

2(1−ρ)L
ρ

1−ρ
)

n = 
2ρ(1−ρ)

(1+β)
(
ρ2(1+β)

(1−ρ)L
)
n

. 
(76) 

Ds,AB
η,γ

 (p||q) = 0. (77) 

Ds,AB
γ,η

(p||q)  =  0 (78) 

Ds,AB
η,γ

(p||q)=

 ln [(∑ (
ρp
2(1+βp)

(1−ρp)Lp
)
n(γ+η)

∞
n=1 )

1

η(η+γ)

(∑ (
ρq
2(1+βq)

(1−ρq)Lq
)
n(γ+η)

∞
n=1 )

1

γ(η+γ)

(∑ (
ρp
2(1+βp)

(1−ρp)Lp
)
nγ

∞
n=1 (

ρq
2(1+βq)

(1−ρq)Lq
)
nη

)
−
1

γη

]. 
(79) 

p(n) =  
2ρp(1−ρp)

(1+βp)
(
ρp
2(1+βp)

(1−ρp)Lp
)
n

, q(n) =  
2ρq(1−ρq)

(1+βq)
(
ρq
2(1+βq)

(1−ρq)Lq
)
n

.  

Ds,AB
γ,η

(p||q) =

[
1

η(η+γ)
ln (∑ (

2ρp(1−ρp)

(1+βp)
(
ρp
2(1+βp)

(1−ρp)Lp
)
n

)
γ+η

∞
n=1 )+

1

γ(η+γ)
ln (∑ (

2ρq(1−ρq)

(1+βq)
(
ρq
2(1+βq)

(1−ρq)Lq
)
n

)
γ+η

∞
n=1 ) −

1

γη
ln (∑ (

2ρp(1−ρp)

(1+βp)
(
ρp
2(1+βp)

(1−ρp)Lp
)
n

)
γ

∞
n=1 (

2ρq(1−ρq)

(1+βq)
(
ρq
2(1+βq)

(1−ρq)Lq
)
n

)
η

). 

(80) 
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Numerical experiment for Ds,AB
γ,η

(p||q). 

Data 1 

Following Eq. (79), it can be verified, after some manipulation, that for ρq = 0.5, βp = βq = 2, n = 2 DITP 

= (γ, η)=(1,1),  

 

Fig. 20. SU(p) vs GABD. 

The increasability of the Generalized Alpha Beta Divergence (GABD) as SU(p) increases is obvious from Fig. 

20. 

Data 2 

After some lengthy computation, it could be verified that for the non-extensive information theoretic dual, 

DITP= (γ, η) = (0.5,0.5),n = 2. 

As ρp → 1(instabilty phase  of M/G/1 QM ,  DAB
(0.5,0.5)(p||qρq=0.5,βq=0.5) → ∞. 

Ds,AB
γ,η

(p||q) =  ln [(∑ (
ρp
2(1+βp)

(1−ρp)Lp
)
n(γ+η)

∞
n=1 )

1

η(η+γ)

(∑ (
ρq
2(1+βq)

(1−ρq)Lq
)
n(γ+η)

∞
n=1 )

1

γ(η+γ)

 

(∑ (
ρp
2(1+βp)

(1−ρp)Lp
)
nγ

∞
n=1 (

ρq
2(1+βq)

(1−ρq)Lq
)
nη

)
−
1

γη

]. 

(79) 

Ds,AB
1,1 (p||q)=  ln [

√
(
6ρp
2+ρp

)

2

+(
6ρp
2+ρp

)

4

(
12
5
)
2
+(
12
5
)
4

(
72ρp

5(2+ρp)
)+(

72ρp

5(2+ρp)
)
2.  

 

(Ds,AB
(0.5,0.5)

(p||q))
(ρq=0.5,βq=3,βp=2) 

=   ln (
3(∑ (

6ρp

2+ρp
)n2

n=1 )

2ρp(1−ρp)(∑ (
6ρp

2+ρp
)
n
22

n=1 )4
). 
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6|Investigations of the Developability of THE Stable M/G/1 QM, 

RICCI Curvature (RCT) tENSOR and QT-IG Unifiers 

6.1|Investigation of Developability of M/G/1 QM and Finding its Ricci Curvature 

Tensor 

Theorem 8. The stable M/G/1 QM. 

I. Has a zero 0-Gaussian curvature, for which the stable M/G/1 QM would be developable. 

II. Has a non-zero Ricci Tensor. 

III. Is the non-developable minimal surface under Monge Technique, with a zero mean curvature. 

IV. Is developable under Angular Technique if and only if M/G/1 QM unstable. 

V. If the underlying QM is unstable, then the Mean Curvature is negative under angular technique. The converse 

statement is not always true. 

VI. The first principal curvature, K1 under the Angular Technique satisfies the inequality 

VII. The second principal curvature, K2 is β − dependent and is negative under the Angular Technique. 

VIII. Under the Angular Technique, the second principal curvature, K2 tends to zero as β → ∞. 

Proof:  

I. For we must prove: 

det(gij) =  −
1

(β+1)2(1−ρ)2
≠ 0 .   Hence,                       

K(α) = 
R1212
(α)

det(gij)
= 0, which proves that the underlying QM is developable subject to α − Gaussian  curvature. 

II. We must prove that: 

We have 

Engaging the same procedure as in Eq. (82), we have 

Hence,  R21
(α)
≠ 0. The corresponding RCT is given by 

As  ρ → 1,  R21
(0)
→ −∞.  The highlights the significant influence of instability in a specific type of the 

underlying QM by providing supporting evidence on how RCT is significantly impacted by the stability 

K1 < 1. (81) 

K(α) = 
R1212
(α)

det(gij)
  = 0. (82) 

It could be verified that, R1212
(α)

= 0. (83) 

 Rik
(α)

=  Rijkl
(α)
gjl is non-zero.  

R1212
(α)

g11 +  R1112
(α)

g12 +  R1211
(α)

g21 +  R1212
(α)

g22. (84) 

R11
(α) = R12

(α) = R22
(α) = 0(6.3).  R21

(α)
= −

1−α

(1−ρ)2
,  R21

(0)
= −

1

(1−ρ)2
. (85) 

(RCT) =  (
0       −

1

(1−ρ)2

0       0
). (86) 
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analysis of the system. The also shows that ρ, represented by  R21

(0)
 , affects the behaviour of RCT, and Fig. 21 

demonstrates that the stability phase of the M/G/1 QM causes RCT to decrease as 𝜌 increases. 

Fig. 21. How RCT is impacted by the stability of 𝐌/𝐆/𝟏  queue. 

Whereas in Fig. 22, RCT increasability in ρ  is caused by the underlying QM's instability. 

Fig. 22. How RCT is impacted by the instability of 𝐌/𝐆/𝟏  queue. 

 

III. Following Eq. (61) and Eq. (62), it is clear that. 

Thus, we have  ∂1 =   
1

1−ρ
∂2 =  

1

β+1
 , ∂11 =  

1

(1−ρ)2
, ∂1 ∂2 =  ∂2 ∂1 =  0, ∂22 = −

1

(β+1)2
.                                                                                                     

The gaussian curvature 

And the mean curvature is  

KG = 
LN−M2

EG−F2
 , 

E =  (∂1)
2 = (

1

1 − ρ
)
2

 , F =  ∂1 ∂2 = 0, G =  (∂2)
2 = 

1

(β + 1)2
 , 

 L = ∂11 =  
1

(1 − ρ)2
, M =  ∂12 = 0, N =  ∂22 = −

1

(β + 1)2
. 
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Therefore, it is obtained that  

(β = Cs
2 is never negative by default). 

Since KG= −1, follows by the non-developability of the underlying QM and its minimal surface under the 

Monge Technique. 

The Mean Curvature is 

Hence, III is done. 

IV. Following the Angular Technique, it can be verified that the calculations of the principal curvatures 

K1 andK2 are determined by  

and  

The axial rotator angle Ꙍ  reads as 

This implies, Ꙍ = 0, 2π, 4π, …. 

It appears from Eq. (90), that  KG = 0 (equivalently, the underlying QM is developable) if and only if  

This implies that:  

The second possibility ((1 + β) = 0) generates a contradiction as β is never negative. 

Moreover,   

Linking the findings of Eq. (93) and Eq. (95) completes the proof of IV. 

As for V), it has been obtained that 

H = 
1

2
(
LG−2MF+NE

EG−F2
).                                 

KG=
LN−M2

EG−F2
= − 

1

(1−ρ)2
1

(β+1)2

1

(1−ρ)2
1

(β+1)2

= −1, ρ ≠ 1(the underlying QM is stable), β ≠ −1.     (87) 

H = 
1

2
(
LG−2MF+NE

EG−F2
)  =  

1

2
(

1

(1−ρ)2
1

(β+1)2
−

1

(1−ρ)2
1

(β+1)2
)

1

(1−ρ)2
1

(β+1)2

 = 0. (88) 

K1 = 
(1−ρ)

(1+((1−ρ))2)
3
2

, K2 = 
−(1+β)

(1+((1+β)2)
3
2

. 
(89) 

KG = K1K2 =
−(1−ρ)

(1+((1−ρ))2)
3
2

(1+β)

(1+((1+β)2)
3
2

, 
(90) 

H = 
1

2
(K1 + K2) = 

1

2
(

(1−ρ)

(1+((1−ρ))
2
)

3
2

−
(1+β)

(1+((1+β)2)
3
2

). 
(91) 

tan2Ꙍ = 
−2(∂1 ∂2)

(∂11 − ∂22)
= 0. (92) 

(1 − ρ)

(1 + ((1 − ρ))2)
3
2

(1 + β)

(1 + ((1 + β)2)
3
2

= 0. 
(93) 

either (1 − ρ) = 0 (equivalently, ρ = 1) or (1 + β) = 0.   (94) 

limβ→∞KG =- 
(1−ρ)

(1+((1−ρ))2)
3
2

limβ→∞
(1+β)

(1+((1+β)2)
3
2

 = 0. 
(95) 
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This directly implies  

It is clear that 1 + ((1 − ρ))
2
> 0 holds for all the possible values of ρ.  Consequently, if (1 − ρ) = 0  or ρ =

1 (equivalently, the underlying QM is unstable), it follows that H < 0 

To prove the necessity condition, assume that H < 0. This generates two possibilities: 

The first possibility,  
1

2

(1−ρ)

(1+((1−ρ))
2
)

3
2

< 0. This implies ρ > 1. Hence, M/G/1 QM is unstable. 

The second possibility,  
1

2

(1−ρ)

(1+((1−ρ))
2
)

3
2

> 0. This implies ρ < 1. Hence, M/G/1 QM is stable. 

This justifies that the converse statement is not always true. The proof of V) is complete. 

To show VI), we have 

Since the underlying M/G/1 QM is assumed to be stable. Hence, ρ ∈ (0,1). Thus, we have 

1 > (1 − ρ)2 > 0 or 2 > (1 − ρ)2 + 1 > 1.  Therefore, 2
3

2 > (1 + ((1 − ρ))2)
3

2 > 1. Consequently,  

By Eq. (98), it holds that K1 < 1. 

VII. we have by Eq. (89), K2 = 
−(1+β)

(1+((1+β)2)
3
2

 , which is, of course, a β − dependent function. The stability of 

M/G/1 QM enforces the condition β >  1 to hold. The negativity of K2 is clear.  

VIII. Immediate from Eq. (95). 

6.2|Revealing Novel QT-IG Unifiers and Discovering Their Algebraic 

Structures 

Throughout this section, the following novel unifiers between both queueueing theoretic and information 

geometric structures of the stable M/G/ 1 QM are established by the following two unifiers, 

Theorem 9. For the above-devised unifiers Eqs. (100) and (101), it holds that 

 φ1 is a well-defined function. 

H = 
1

2
(K1 + K2) = 

1

2
(

(1−ρ)

(1+((1−ρ))
2
)

3
2

−
(1+β)

(1+((1+β)2)
3
2

). 
(96) 

H <
1

2

(1 − ρ)

(1 + ((1 − ρ))
2
)

3
2

. 
(97) 

K1 = 
(1−ρ)

(1+((1−ρ))2)
3
2

.  
(89) 

1

2
3
2

<
1

(1+((1−ρ))2)
3
2

< 1. This implies  
(1−ρ)

2
3
2

<
(1−ρ)

(1+((1−ρ))2)
3
2

< (1 − ρ) < 1.                      
(98) 

φ1(ρ) =  K1 = 
(1 − ρ)

(1 + ((1 − ρ))2)
3
2

. 
(100) 

φ2(β) =  K2 = 
−(1 + β)

(1 + ((1 + β))2)
3
2

. 
(101) 
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φ1 is one–to–one. 

φ1 is onto. 

φ1 is a bijection with an imaginary inverse φ1
−1determined by 

φ2 is a well-defined function. 

φ2 is one–to–one. 

φ2 is onto. 

φ2 is a bijection with an imaginary inverse φ2
−1 (i.e., a complex number) determined by 

The underlying QM has the inverse of  ρ unifier, namely, φ1
−1 satisfies. 

The underlying of the inverse of β unifier, namely, φ2
−1 satisfies. 

XIV) The increasabilty and decreasability of φ1 in ρare undecidable. 

XV) φ2is forever increasing in β and is never decreasing in β. 

To prove I), it is enough to show that for all ρ1, ρ2 ∈ (0,1) such that φ1(ρ1) =  φ1(ρ2), then ρ1andρ2 should 

never be distinct. 

φ1 =     {
lies in the interval  (0,1),             ρ ∈ (0,1),
0,                                                               ρ = 1,
< 0,                                                            ρ > 1.

 (102) 

φ1
−1(ρ) = 1 ∓ ((z − 1) +

(3 +
1
ρ2
)

z
)
1
2. (103) 

wherez = √−
1

2ρ2
± i√

1

12ρ4
+ 1 +

1

2ρ2
+

1

27ρ6

3

, i = √−1. (104) 

φ2 =     

{
 
 
 

 
 
 < −

2

5
3
2

, β ∈ (0,1),

−
2

5
3
2

,     β = 1,

> −
2

5
3
2

,       β > 1.

 (105) 

φ2
−1(β) = −1 ∓ ((z − 1) +

(3 +
1
β2
)

z
)
1
2, (106) 

where  z = √−
1

2β2
± i√

1

12β4
+ 1 +

1

2β2
+

1

27β6

3

, i = √−1, (107) 

|1 − φ1
−1(ρ)| < 5 + 

(1 + (
101
54

)
1
6

ρ2
 (108) 

|1 − φ2
−1(β)| < (1 + (

101

54
)

1
6
+

1

(
101
54

)

1
6

+
3β2

(
101
54

)

1
6

. 
(109) 
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  Let φ1(ρ1) =  φ1(ρ2). After some lengthy mathematical steps, Eq. (100) reduces to:  

Eq. (110) generates three possible cases: 

Byρ1, ρ2 ∈ (0,1), following mathematical analysis, it holds that. 

Therefore,  [((1 − ρ1)
2(1 − ρ2)

2((1 − ρ1)
2 + (1 − ρ2)

2 − 2))] < 0,  which contradicts. 

Based on the above analysis and by Eq. (111),  

I. follows. 

II. we have by Eq. (100),  φ1(ρ) =  K1 = 
(1−ρ)

(1+((1−ρ))2)
3
2

 .  Since ρ ∈ (0,1), it could be verified that.  

The case φ1(1)  = 0 is clear. Also, for ρ > 1, it is immediate that φ1(ρ) < 0. This completes the proof of II). 

III. It suffices to show that for all ρ1, ρ2 ∈ (0,1) such that φ1(ρ1) =  φ1(ρ2), then ρ1 =  ρ2 holds. The proof 

is clearly immediate from Eq. (111). 

IV. From the definition, φ1(ρ) =  
(1−ρ)

(1+((1−ρ))2)
3
2

. Every 
(1−ρ)

(1+((1−ρ))2)
3
2

 is characterized by ρ.  This clearly proves 

the surjectivity of φ1.  Hence, IV) follows. 

V. Clearly, φ1 is a bijection. To calculate the inverse of φ1, namely φ1
−1. Define φ1(ρ) =  y. Hence, 

(1+((1−ρ))2)3

y2
=  (1 − ρ)2. Let  w = (1 − ρ)2. Then, we have the cubic equation: 

Following the method for solving cubic equations, we have 

The solution of Eq. (115) is characterized arbitrarily by 

(ρ1 − ρ2)(ρ1 + ρ2 − 2)[((1 − ρ1)
2(1 − ρ2)

2((1 − ρ1)
2 + (1 − ρ2)

2 − 2))] =  0. (110) 

Case 1. ρ1 − ρ2 = 0.Henceρ1 = ρ2 (contradiction to ρ1 ≠ ρ2).                            (111) 

Case 2. ρ1 + ρ2 − 2 = 0.Henceρ1 + ρ2 = 2  (contradiction, since M/G/1 is a stable 

QM,ρ1, ρ2 ∈ (0,1)). 
(112) 

Case 3. [((1 − ρ1)
2(1 − ρ2)

2((1 − ρ1)
2 + (1 − ρ2)

2 − 2))] =  0. (113) 

2 > 1 + ((1 − ρ))2 > 0. Hence, 
1

(1+((1−ρ))2)
3
2

 ∈ (0,
1

2
 ). Therefore, 0 < φ1(ρ) =

(1−ρ)

(1+((1−ρ))2)
3
2

<
1

2
< 1. 

(114) 

w3 + 3w2 + (3 −
1

y2
)w + 1 = 0. (115) 

a∗ = 1, b∗ = 3, c∗ = (3 −
1

y2
) , d∗ = 1. (116) 



 A Mageed|Risk Assess. Manage. Decis. 1(1) (2024) 154-197 

 

179

 

  

After some lengthy calculations, it can be verified that:  

where z = √−
1

2y2
± i√

1

12y4
+ 1 +

1

2y2
+

1

27y6

3

, i = √−1. 

By Eq. (102), we have: 

where z = √−
1

2ρ2
± i√

1

12ρ4
+ 1 +

1

2ρ2
+

1

27ρ6

3

, i = √−1. 

This completes the proof. 

VI. To prove VI), it is enough to show that for all β1, β2 ∈ (1,∞) such that φ2(β1) =  φ2(β2), then β1and β2 

should never be distinct. 

Let φ2(β1) =  φ2(β2). Then  
(1+β1)

(1+((1+β1))
2)
3
2

= 
(1+β2)

(1+((1+β2))
2)
3
2

, such that β1, β2 ∈ (1,∞), β1 ≠ β2. This implies 

Hence,  

Eq. (125) generates three possible cases: 

By β1, β2 ∈ (1,∞), following mathematical analysis, 

[(1 + β1)
2(1 + β2)

2((1 + β1)
2 + (1 + β2)

2 + 2))] > 96,  which directly implies by Eq. (126).  

Based on the above analysis, VI) follows. 

w = r − 1, (117) 

γ = z −
ε3
z
, (118) 

z = √(−
ε1
2
) ± √ε2

3
, (119) 

ε1 = 
1

y2
. (120) 

The discriminant of the cubic equation ε2 = 
1

4y2
+
(ε3)

3

27
, (121) 

ε3 is given by ε3 = −3 −
1

y2
 (122) 

ρ = 1 ∓ ((z − 1) +
(3 +

1
y2
)

z
)
1
2, (123) 

1 ∓ ((z − 1) +
(3+

1

ρ2
)

z
)
1

2 = φ1
−1(ρ), (124) 

(β2 − β1)(β1+β2 + 2)[(1 + β1)
2(1 + β2)

2((1 + β1)
2 + (1 + β2)

2 + 2))] = 0.  (125) 

Case 1. β2 − β1 = 0.Henceρ1 = ρ2 (contradiction to β1 ≠ β2).                                                                     (126) 

Case 2. β1+β2 + 2 = 0. Henceβ1+β2 = −2  (contradiction, since M/G/1 is a stable 

QM,β1, β2 ∈ (1,∞)).  (127) 

Case 3. [(1 + β1)
2(1 + β2)

2((1 + β1)
2 + (1 + β2)

2 + 2))] = 0. (128) 

0 > 96 (contradiction). (129) 
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  VII. It suffices to show that for all β1, β2 ∈ (1,∞) such that φ2(β1) =  φ2(β2), then β1 =  β2 holds. The proof 

is clearly immediate from Eq. (126). 

VIII. Since M/G/1 QM is stable, the condition β > 1 and a similar proof to that in II), VIII) follows. 

The proof of x) is analogous to III). 

IX. We have  φ1
−1(ρ) = 1 ∓ ((z − 1) +

(3+
1

ρ2
)

z
)

1

2

, for  ρ ∈ (0,1), Eq. (103). 

Hence, 

By Eq. (124), 

This implies: 

Moreover, by the above step, it is clear that: 

Thus, it is obtained that  

This completes the proof. 

X. The stability of the underlying QM implies β > 1.  We have φ2
−1(β) = −1 ∓ ((z − 1) +

(3+
1

β2
)

z
)
1

2                                                                    

 Hence, 

Hence, 

|1 − φ1
−1(ρ)|2 = |(z − 1) +

(3 +
1
ρ2
)

z
| ≤ |z| + 1 +

(3 +
1
ρ2
)

|z|
 (130) 

z = √−
1

2ρ2
± i√

1

12ρ4
+ 1 +

1

2ρ2
+

1

27ρ6

3

.  

|z|6 = (
1

4ρ4
+

1

12ρ4
+ 1 +

1

2ρ2
+

1

27ρ6
) < (

1

4ρ6
+

1

12ρ6
+

1

ρ6
+

1

2ρ6
+

1

27ρ6
) =

101

54ρ6
, or |z| <

(
101

54
)
1
6

ρ
<

(
101

54
)
1
6

ρ2
.  

(131) 

|z|6 = (
1

4ρ4
+

1

12ρ4
+ 1 +

1

2ρ2
+

1

27ρ6
) > 1 , which directly implies |z| > 1 (equivaently,

1

|z|
<

1).  
(132) 

|1 − φ1
−1(ρ)|2 <

(
101
54

)
1
6

ρ2
+ 2 + (3 +

1

ρ2
) = 5 + 

(1 + (
101
54

)
1
6

ρ2
.  

|1 + φ2
−1(β)|2 = |(z − 1) +

(3+
1

β2
)

z
| ≤ |z| + 1 +

(3+
1

β2
)

|z|
.     (133) 

z = √−
1

2β2
± i√

1

12β4
+ 1 +

1

2β2
+

1

27β6

3

, i = √−1.                        
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So, |z| < (

101

54
)
1

6 Eq. (132). Also, it can be verified that 
1

|z|
<

β2

(
101

54
)
1
6

 Eq. (133). Consequently, (XIII) will follow. 

xiv) we have 
∂φ1

∂ρ
= 

(2(1−ρ)2−1)

(1+(1−ρ)2)
5
2

. Hence, 
∂φ1

∂ρ
> 0(< 0) if and only if (1 − ρ)2 >

1

2
(<

1

2
). By (PT) 2.15, φ1 is 

increasing (decreasing) in ρ if and only if (1 − ρ)2 >
1

2
(<

1

2
). According to the stability of M/G/1 QM, ρ ∈

(0,1). Hence, it follows that (1 − ρ)2 ∈ (0,1).Consequently, xiv) follows: 

xv) We have 
∂φ2

∂β
 = 

2(1+β)2−1

(1+(1+β)2)
5
2

. Hence, 
∂φ2

∂β
> 0(< 0) if and only if (1 + β)2 >

1

2
(<

1

2
). By (PT) , φ2 is 

increasing(decreasing) in ρ if and only if (1 + β)2 >
1

2
(<

1

2
). According to the stability of M/G/1 QM, β ∈

(1,∞). Consequently, xv) follows. 

7|𝐞𝐅𝐈𝐌(𝐌/𝐆/𝟏)and Impact of Stability of M/G/1 Qm on the 

Stability of Fim 

7.1|Exponential Matrix of FIM 

Theorem 10. eFIM(M/G/1)  solves   
dx 

dt
 = Ax. 

Proof: It is shown that [gij] of Theorem 3 is: 

We write 

Thus, 

Therefore, 

Hence, 

For δ1,2 = a, b  

Thus, eFIM(𝐌/𝐆/𝟏) reads as: 

This proves that IME of the underlying QM solves the following: 

φ2(β) =  K2 = 
−(1 + β)

(1 + (1 + β)2)
3
2

. 
 

[gij]= (

1

(1−ρ)2
0

0       
−1

(β+1)2

). (134) 

[gij] =  (
a 0
0  b

) , a = (
1

(1−ρ)2
) , b =  

−1

(β+1)2
. (135) 

Φ(δ) = det (
a − δ 0
0  b − δ

) = 0.  

δ2 − (a + b)δ + ab =0, so  δ1,2 = a, b.   

D = (
δ1   0
0     δ2

),  (136) 

Hence, T =T−1 = (
1 0
0 1

), (137) 

eFIM(𝐌/𝐆/𝟏)  =  TeDT−1 = (
ea 0
0  eb

).        (138) 
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7.2|Impact of Stability of 𝐌/𝐆/𝟏 QM on the Stability of FIM 

Theorem 11. The stability of FIM of the underlying QM holds ⟺ the underlying QM is unstable. 

Proof: Following  the Preliminary Theorem , it suffices to show that: 

FIM's eigen values of FIM of the underlying QM are negative real numbers ⟺ the instability of the underlying 

QM is satisfied. 

It holds by of Theorem 10  that the eigenvalues of FIM are δ1,2 = a, b , a = (
1

(1−ρ)2
) , b =  

−1

(β+1)2
 .     clearly, b =

 
−1

(β+1)2
< 0. Therefore, the proof would be immediate if we proved that: 

We first prove the necessity condition, a = (
1

(1−ρ)2
) < 0 ⟹ M/G/1 QM is unstable. Assume that FIM is 

stable, then a = (
1

(1−ρ)2
) < 0 follws. This implies 

1

(1−ρ)
= im, i =  √(− 1),m is any real number. Hence, 

(1 − ρ) =  −im. Consequently, ρ = 1 + im, |ρ| =  √1 + m2 > 1. In other words, M/G/1 QM is unstable. 

To prove sufficiency, let M/G/1 QM be unstable. Then, ρ > 1. This directly implies, |ρ| > 1. This rewrites ρ  

to be of the form ρ =   1 + im,m is any real number. Clearly, this implies, (1 − ρ) =  −im, or 
1

(1−ρ)
= im. 

Thus, it holds that  a = (
1

(1−ρ)2
) =  −

1

m2 < 0, which proves that FIM is stable. 

7.3|Revealing Queue-Fisher Information Matrix Unifiers (QFIMU) 

Throughout this section, we introduce QFIMU, to be devised by the function: 

where ρ = 1 – p(0) and β = Cs
2. 

Theorem 12. The functionη Eq. (140)  satisfies the following: 

I. η is well-defined. 

II. η is One-to-One. 

III. η is surjective. 

IV. η has a unique inverse, η−1  determined, which is characterized by 

and  

Proof: to prove I), it suffices to show that for all (ρ1, β1), (ρ2, β2) such that ρ1 ≠ ρ2 and β1 ≠ β2 and 

By Eq. (143), we have 

 dx

dt 
 = Ax. (139) 

a = (
1

(1−ρ)2
) < 0 ⟺ the instability of the underlying QM is satisfied.  

η(ρ, β)  =[gij] (
ρ
−β
)= (

1

(1−ρ)2
0

0       
−1

(β+1)2

)( ρ
−β
) =  (

ρ

(1−ρ)2

−β

(β+1)2

). (140) 

|η−1(ρ) − (1 +
1

2ρ
)|
2

<
2

ρ2
. (141) 

|η−1(β) + (1 +
1

2β
)|
2

< 2. (142) 

η(ρ1, β1)  =  η(ρ2, β2). (143) 
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and  

By Eq. (144), one gets: 

Eq. (146) implies either ρ1 = ρ2 or ρ2 = 
−1

ρ1
 (contradiction, since, for example, if ρ1 = 2 implies thatρ2 =

 −0.5 ∉ (0,1), i. e. , enforcing instability of the underlying stable M/G/1 QM). Therefore, the ρ branch of the 

QIFMU is well-defined. 

Following Eq. (145), we have: 

Eq. (147) implies either β1 = β2 or β2 = 
1

β1
 (contradiction, since, for example, if β1 = 2 implies thatβ2 =

 0.5 ∉ (1,∞), i. e. , enforcing instability of the underlying stable M/G/1 QM). Therefore, the β branch of the 

QIFMU is well-defined. This completes the proof of I). 

As for II), it suffices to show that all (ρ1, β1), (ρ2, β2) such that: 

Clearly, by Eqs. (136)-(138) is satisfied. Hence, II) follows. 

Clearly, by Eq. (140), both of
ρ

(1−ρ)2
 and 

−β

(β+1)2
 are uniquely characterized by ρ and β, respectively. Thus, III) 

holds. 

iv) To compute η−1, assume that there exists x , y  such that 

Therefore,  

and  

Following Eq. (148), one gets: 

Using Eq. (149) and following a similar argument as in Eq. (150), we have: 

ρ1
(1 − ρ1)

2
=

ρ2
(1 − ρ2)

2
. (144) 

β1
(1 + β1)

2
= 

β2
(1 + β2)

2
. (145) 

(ρ1 − ρ2)(1 + ρ1ρ2) = 0. (146) 

(β1 − β2)(1 − β1β2) = 0. (147) 

η(ρ1, β1)  =  η(ρ2, β2)implies(ρ1, β1)  =  (ρ2, β2). (148) 

η(ρ, β)  =(

1

(1−ρ)2
0

0       
−1

(β+1)2

)( ρ
−β
) =  (

ρ

(1−ρ)2

−β

(β+1)2

) = (x
y
). (149) 

ρ

(1 − ρ)2
= x. (150) 

−β

(β + 1)2
= y. (151) 

ρ =  
(2 +

1
x ) ±

1
x √(1 + 4x

2)

2
. (152) 

β =  
−(2 +

1
y ) ±

1
y √(1 + 4y

2) 

2
. (153) 
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  Based on  Eq. (141) and Eq. (142), it is determined for both ρ  and branches ofη−1 would respectively satisfy 

that 

Following a similar argument, it could be shown that 

This completes the proof of our theorem. 

8|RICCI Scalar,𝓡, Curvature of Space Time (Einestein Tensor) ℘ 

Stress Energy Tenso R, Ω, the corresponding threshold theorems for the underlying curvatures and the dual 

queueing impact on the existence of the Inverse Fisher Information Matrix (IFIM). 

Theorem 13. The underlying QM satisfies: 

I. The Ricci scalar subject to Angular Technique, ℛAT is determined by. 

where ρ = 1 – p(0)and Cs
2 define server utilization and Squared coefficient of variations, respectively. 

II. ℛAT → 0 if and only if ρ = 1. 

III. ℛAT → 0 if and only if β → ∞. 

for all  ρ ≠ 1(equivalently, whether the underlying QM is either stable or unstable) 

IV.  M/G/1 QM is unstable ⟺ 

There exists a small  enough positive number  ϵ, with ϵ → 0 such thatAcurved(ϵ), Aflat(ϵ) Eq. (43) must satisfy:  

V. The Spacetime curvature (Einstein Tensor) subject to Angular Technique, ℘AT is determined by 

where the components G11, G12, G21 andG22 are determined by 

 

where α is the curvature parameter. 

VI. The stress-energy tensor ϖ is devised by  

|η−1(ρ) − (1 +
1

2ρ
 ) |2 = 

(1+4ρ2)

4ρ2
= 1 +

1

4ρ2
<

1

ρ2
+

1

ρ2
  = 

2

ρ2
 (since ρ ∈ (0,1)). (141) 

|η−1(β) + (1 +
1

2β
 ) |2 = 

(1+4β2)

4β2
= 1 +

1

4β2
< 1 + 1  =2 (since β ∈ (1,∞)). (142) 

ℛAT = 
2(ρ − 1)(1 + β)

(1 + (1 − ρ)2)
3
2(1 + (1 + β)2)

3
2

, (143) 

Acurved(ϵ) ≳ Aflat(ϵ). (144) 

℘AT = (
G11 G12
G21 G22

), (145) 

G11 = 
(1 + β)

(1 − ρ)(1 + (1 − ρ)2)
3
2(1 + (1 + β)2)

3
2

,   (146) 

G12 =  0, (147) 

G21 =
(α − 1)

(1 − ρ)2
 (148) 

G22 = 
(ρ − 1)

(1 + β)(1 + (1 − ρ)2)
3
2(1 + (1 + β)2)

3
2

. (149) 

Ω = (
ϖ11 ϖ12
ϖ21 ϖ22

), (150) 
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  where the components ϖ11, ϖ12, ϖ21 andϖ22 are determined by 

where ℊ is the universal gravitational constant, c is the speed of light: 

VII. 

Provided that m > 1. 

VIII. 

Provided that 1 > m > 0. 

XII. G21 is forever decreasing in α (curvature parameter) whether M/G/1 QM is stable or unstable. If ρ = 1, the 

decreasability of G21  in α is undecidable. 

XIII. G21 is forever increasing (decreasing) in ρ  if  M/G/1 QM is stable, α < 1(α > 1). 

XV. G21 is forever decreasing in ρ if either one of the following branches holds: 

XVI. G22 is forever increasing in ρ. 

XVII. G22 is forever increasing(decreasing) in β  if and only if ρ < 1(ρ > 1). If  ρ = 1, the decision is undecidable. 

Proof: 

I. Immediate. 

II. By I),  ℛAT = 
2(ρ−1)(1+β)

(1+(1−ρ)2)
3
2(1+(1+β)2)

3
2

. Hence, ℛAT → 0 if and only if (ρ − 1)(1 + β) → 0. Since β > 1, the 

required result follows. 

ϖ11 = 
c4G11
8πℊ

, 

ϖ12 =  0, 

(151) 

ϖ21 = 
c4G21
8πℊ

, (152) 

ϖ22 = 
c4G22
8πℊ

, (153) 

ℛAT = {

increasing in ρ,          ρ = 1 +
m

√2
(instability phase),

increasing in ρ,               ρ = 1 −
m

√2
(stability phase).

 (154) 

ℛAT 

= {

decreasing in ρ,             ρ = 1 +
m

√2
(instability phase),

decreasing in ρ,                        ρ = 1 −
m

√2
(instability phase).

                                                    
(155) 

X. ℛAT = {
decreasing in β,     the underlying QM is stable,
increasing in β,     the underlying QM is unstable.

    (156) 

XI. G11 =  {
increasing in ρ,      the underlying QM is stable or unstable, ρ ≠ 1,
deccreasing in β,                                  the underlying QM is stable.

 (157) 

{
ρ ∈ (0,1),                          the underlying QM is stable, α > 1,
ρ > 1,                               the underlying QM is unstable, α < 1.

                              (158) 
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  III. Since M/G/1 is a stable QM, ρ ∈ (0,1) holds. This implies for all ρ ≠ 1 (equivalently, whether the 

underlying QM is either stable or unstable) ℛAT → 0 if and only if  
2(ρ−1)

(1+(1−ρ)2)
3
2

limβ→∞
(1+β)

(1+(1+β)2)
3
2

= 0.  By 

(1 + (1 + β)2)
3

2 > (1 + β), the proof follows. 

I. M/G/1 QM is unstable if and only if ρ ≥ 1, or equivalently ℛAT ≥ 0. This holds if and only if  

This is equivalent to [1 −
Acurved(ϵ)

Aflat(ϵ)
]≳ 0.  This completes the proof. 

By Eq. (44), Gij =  Rij
(α)

-
ℛAT 

2
gij =

8πℊϖij

c4
, i, j = 1,2. Hence, it follows that: 

Using  Theorems 3 and 8, together with Eqs. (160)-(163), the proof of V and VI will follow.  

VII. It could be verified that: 

Therefore, 

if (1 − 2(1 − ρ)2) > 0 is satisfied ⟺ ∃ m ∈ (1,∞) satisfying (1 − ρ)2 = 
m2

2
, which 1 − ρ = ±

m

√2
 or ρ = 1 ∓

m

√2
. Following the Preliminary Theorem (PT), this implies ℛAT is increasing in ρ if and only if  ρ = 1 ∓

m

√2
. For 

or ρ = 1 +
m

√2
, this enforces or ρ > 1, which violates the underlying QM's stability, or ρ = 1 −

m

√2
, this enforces 

ρ < 1, which guarantees the stability of M/G/1 QM. 

On the other hand, if (1 − 2(1 − ρ)2) < 0, it holds by PT, that ℛAT is decreasing in ρ if and only if there exists 

m ∈ (0,1) satisfying (1 − ρ)2 = 
m2

2
, which 1 − ρ = ±

m

√2
. For or ρ = 1 +

m

√2
, this enforces or ρ > 1, which 

indicates the underlying QM's instability. Moreover, or ρ = 1 −
m

√2
, this enforces ρ > 1 −

1

√2
, which violates 

the stability of M/G/1 QM. 

Following the above analytic results, VII) and VIII) are immediate. 

X. It could be shown that 

Undertaking a similar mathematical mechanism as in VII) and VIII), the proof follows. 

            XI. After some mathematical manipulation, we have 

ℛAT = limϵ→0
6n

ϵ2
[1 −

Acurved(ϵ)

Aflat(ϵ)
]≥ 0. (159) 

G11 =  R11
(α)

-
ℛAT 

2
g11 =

8πℊϖ11

c4
, (160) 

G12 =  R12
(α)

-
ℛAT 

2
g12 =

8πℊϖ12

c4
, (161) 

G21 =  R21
(α)

-
ℛAT 

2
g11 =

8πℊϖ21

c4
, (162) 

G22 =  R22
(α)

-
ℛAT 

2
g22 =

8πℊϖ22

c4
. (163) 

∂ℛAT 
∂ρ

=  
2(1 − 2(1 − ρ)2)(1 + β)

(1 + (1 − ρ)2)
5
2(1 + (1 + β)2)

3
2

. (164) 

∂ℛAT 

∂ρ
< 0(> 0) if and only if (1 − 2(1 − ρ)2) < 0(> 0). (165) 

∂ℛAT 
∂β

=  
2(2(1 + β)2 − 1)(1 − ρ)

(1 + (1 − ρ)2)
3
2(1 + (1 + β)2)

5
2

. (166) 

∂G11 
∂ρ

=  
(2(1 − ρ)2 + 1)(1 − ρ)(1 + β)

(1 − ρ)2(1 + (1 − ρ)2)
5
2(1 + (1 + β)2)

3
2

. (167) 
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Eq. (167) provides an evidence that 

∂G11 

∂ρ
> 0 for all ρ ≠ 1. Applying the Preliminary Theorem shows that 

G11 is forever increasing in ρ. This is applicable for stable and unstable M/G/1 QM, with ρ ≠ 1(since ρ =

1, violates the continuity requirement of 
∂G11 

∂ρ
). Furthermore, it could be proved that G11 is increasing in ρ 

when the underlying QM is in the stability phase. 

Moreover, 

Clearly, from Eq. (168) and PT Eq. (14), it follows that G11 is never increasing in β (since ρ = 1, violates the 

continuity requirement of 
∂G11 

∂β
). Let us assume that  G11 is never increasing in β. This implies: 

This is equivalent to (1 + β)2) <
1

2
 (contradiction, since the stability of M/G/1 QM enforces the requirements 

ρ ∈ (0,1) and β ∈ (1,∞)). This suggests that the only left possibility is that  G11 is forever increasing in β, or 

equivalently by Preliminary Theorem, to (1 + β)2) >
1

2
, a satisfied condition by stable M/G/1 QM. 

XII. 
∂G21 

∂α
=

−1

(1−ρ)2
 , implies by the preliminary theorem, that G21 is forever decreasing in α whether M/G/1 

QM is stable or unstable. If ρ = 1, the decreasability of  G21  in α is undecidable, since this means  
∂G21 

∂α
→ ∞. 

Furthermore, 
∂G21 

∂ρ
=

2(1−α)

(1−ρ)3
. Consequently, 

∂G21 

∂ρ
> 0 if and only if M/G/1 QM is stable, α < 1, , 

∂G21 

∂ρ
< 0 if 

and only if M/G/1 QM is stable, α > 1. By the Preliminary Theorem, it follows that G21 is forever 

increasing(decreasing) in ρ  if  M/G/1 QM is stable, α < 1(α > 1). This proves XIII). 

Engaging the same technique proves xv). 

We have: 

Engaging our technique, the reader can easily verify that both XVI) and XVII) will hold. This completes the 

proof of our Theorem. 

Theorem 14. The underlying QM satisfies:  

I. Ricci scalar subject to Monge Technique, ℛMT is determined by: 

II. There exists a small  enough positive number  ϵ, with ϵ → 0 such thatAcurved(ϵ), Aflat(ϵ) Eq. (43) must 

satisfy. 

III. The Spacetime curvature (Einstein Tensor) subject to Angular Technique,  ℘AT  is determined by 

where the components G11, G12, G21 andG22 are determined by 

where α is the curvature parameter. 

∂G11 
∂β

=  
(1 − 2(1 + β)2)(1 − ρ)(1 + β)

(1 − ρ)(1 + (1 − ρ)2)
3
2(1 + (1 + β)2)

5
2

. (168) 

(1 − 2(1 + β)2) > 0. (169) 

∂G22 

∂ρ
= 

(4(1−ρ)2+1)

(1+β)(1+(1−ρ)2)
5
2(1+(1+β)2)

3
2

, and  
∂G22 

∂β
= 

(3(1+β)2+1)(1−ρ)

(1+β)2(1+(1−ρ)2)
5
2(1+(1+β)2)

3
2

, (170) 

ℛMT = −2. (171) 

Acurved(ϵ) → (Aflat(ϵ)), (172) 

℘MT = (
G11 G12
G21 G22

), (173) 

G11 = 
(1 − α)

(1 − ρ)2
= G21, (174) 
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IV. The stress-energy tensor ϖ is devised by 

where the components ϖ11, ϖ12, ϖ21 andϖ22 are determined by 

where ℊ is the universal gravitational constant, c is the speed of light. 

V. 

VI. G11 is forever decreasing in α (curvature parameter) whether M/G/1 QM is stable or unstable. If ρ = 1, 

the decreasability of  G21  in α is undecidable. 

VII. G11 is forever increasing(decreasing) in ρ  if  M/G/1 QM is stable, α < 1(α > 1). 

VIII.  G11 is forever decreasing in ρ  if either one of the following branches holds: 

X. G22 is forever increasing in β. 

XI. G22 is forever increasing (decreasing) in β  if and only if ρ < 1(ρ > 1).  If  ρ = 1, the decision is undecidable. 

Proof: 

I. We have KG,MT= −1.  We have ℛMT =2KG,MT = −2, Eq. (171). 

II. Since ℛMT = −2. Hence, 

This is equivalent to [1 −
Acurved(ϵ)

Aflat(ϵ)
]≳ −2. This completes the proof. 

By Eq. (189), Gij =  Rij
(α)

-
ℛMT 

2
gij =

8πℊϖij

c4
, i, j = 1,2. Hence, it follows that: 

G12 =  0, (175) 

G22 = − 
1

(1 + β)2
. (176) 

ϖMT = (
ϖ11 ϖ12
ϖ21 ϖ22

), (177) 

ϖ11 = 
c4G11
8πℊ

, (178) 

ϖ12 =  0, (179) 

ϖ21 = 
c4G21
8πℊ

, (180) 

ϖ22 = 
c4G22
8πℊ

, (181) 

G11 = G21 =  {
increasing in ρ,              the underlying QM is stable or unstable,
deccreasing in β,                                    the underlying QM is stable.

 (182) 

{
ρ ∈ (0,1),                          the underlying QM is stable, α > 1,
ρ > 1,                                 the underlying QM is unstable, α < 1.

    (183) 

ℛMT = limϵ→0
6n

ϵ2
[1 −

Acurved(ϵ)

Aflat(ϵ)
]= −2. (184) 

G11 =  R11
(α)

-
ℛMT 

2
g11 =

8πℊϖ11

c4
, (185) 

G12 =  R12
(α)

-
ℛMT 

2
g12 =

8πℊϖ12

c4
, (186) 

G21 =  R21
(α)

-
ℛMT 

2
g11 =

8πℊϖ21

c4
, (187) 

G22 =  R22
(α)

-
ℛMT 

2
g22 =

8πℊϖ22

c4
. (188) 
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  Using  Theorems 3 and 8, Eq. (171) together with Eqs. (185)-(188), the proof of III and IV will follow.  

The remaining proofs of V-XI are omitted since they are provable by following the same analytic mechanism 

undertaken in Eqs. (154)-(158).  

Theorem 15. The underlying QM satisfies: 

I. ℛAT has a relative minimum of (1 ∓
1

√2
, −1 ±

1

√2
). 

II. Both maxima and minima for all the components of the Spacetime curvature (Einstein Tensor) subject to 

Angular Technique, ℘AT is undecidable. 

Proof: 

I. We have 
∂ℛAT 

∂ρ
= 

2(1−2(1−ρ)2)(1+β)

(1+(1−ρ)2)
5
2(1+(1+β)2)

3
2

, 
∂ℛAT 

∂β
= 

2(2(1+β)2−1)(1−ρ)

(1+(1−ρ)2)
3
2(1+(1+β)2)

5
2

  Eqs. (164) and (166) respectively. 

Hence, 
∂ℛAT 

∂ρ
=  0

∂ℛAT 

∂β
. The critical points are (ρcritical, βcritical) = (1 ∓

1

√2
, −1 ±

1

√2
). Moreover, we have: 

Hence, by Eq. (45): 

Since 
∂2ℛAT 

∂β2
(1 −

1

√2
, −1 +

1

√2
) = − 

1024

87
< 0, it holds that (1 −

1

√2
, −1 +

1

√2
)is a relative minima for ℛAT . 

similarly, (1 +
1

√2
, −1 −

1

√2
) is a relative minima for ℛAT . 

As for G11, we have 
∂G11 

∂ρ
= 

(2(1−ρ)2+1)(1−ρ)(1+β)

(1−ρ)2(1+(1−ρ)2)
5
2(1+(1+β)2)

3
2

 ,
∂G11 

∂β
  = 

(1−2(1+β)2)(1−ρ)(1+β)

(1−ρ)(1+(1−ρ)2)
3
2(1+(1+β)2)

5
2

 Eq. (167) and                             

Eq. (168). Hence, the critical point are (ρcritical, βcritical) = (1 −
1

√2
, 0) , (1 +

1

√2
, −2). Clearly, βcritical =

0,−2 are never permissible since M/G/1 is stable. Thus, no conclusion can be drawn for G11. 

Engaging the same procedure, it could be verified that both maxima and minima for all the remaining 

components of the Spacetime curvature (Einstein Tensor) subject to the Angular Technique, ℘AT  is 

undecidable. 

Theorem 16. The underlying QM satisfies: 

I. Both maxima and minima of ℛAT is undecidable. 

II. Both maxima and minima for all the components of the Spacetime curvature (Einstein Tensor) subject 

to the Monge Technique,  ℘MT  is undecidable. 

Proof: 

I. ℛMT = −2  Eq. (171). Hence,
∂ℛAT 

∂ρ
=  0 =

∂ℛAT 

∂β
 for all ρ, β. It can be shown that D of Eq. (45) is zero. Hence, 

I) follows. 

II. The proof is immediate for G12, since it is zero Eq. (175). By Eq. (174), G11 = 
(1−α)

(1−ρ)2
= G21. We have 

∂G11 

∂ρ
= 

2(1−α)

(1−ρ)3
 ,
∂G11 

∂α
  = 

−1

(1−ρ)2
(=0 if and only if ρ → ∞). Hence, both maxima and minima are undecidable 

for G11, G21.Finally, G22 = − 
1

(1+β)2
 Eq. (176). 

∂G22 

∂β
=

2

(1+β)3
. Therefore, 

∂G22 

∂β
= 0  if and only if β → ∞. 

Consequently, it is not possible to decide maxima and minima for G22 . 

∂2ℛAT 

∂ρ2
= 

6(3−2(1−ρ)2)(1+β)

(1+(1−ρ)2)
7
2(1+(1+β)2)

3
2

, 
∂2ℛAT 

∂β2
= 

2(1−14(1+β)2)(ρ−1)

(1+(1−ρ)2)
3
2(1+(1+β)2)

7
2

, 
∂2ℛAT 

∂ρβ
= 

2(1−2(1−ρ)2)(1−2(1+β)2)

(1+(1−ρ)2)
5
2(1+(1+β)2)

5
2

. (189) 

D(1 −
1

√2
, −1 +

1

√2
) = 

∂
2
ℛAT 
∂ρ2

(1 −
1

√2
, −1 +

1

√2
)
∂
2
ℛAT 

∂β
2 (1 −

1

√2
, −1 +

1

√2
) − [

∂
2
ℛAT 
∂ρβ

(1 −
1

√2
, −1+

1

√2
)]
2
=
(32)3

(81)2
> 0. 

(190) 



 Towards an info-geometric theory of the analysis of non-time dependent queueing systems 

 

190

 

  The following theorem captures the impact of stability(instability) of M/G/1 QM on the increasability 

(decreasability) of the only non-zero component of RCT, R21
(0). 

Theorem 17. The underlying QM satisfies: 

I. R21
(0)

is forever increasing in ρ ⟺ the underlying QM is unstable. 

II. R21
(0)

 forever decreases in ρ if and only if M/G/1 QM is stable. 

Proof: 

I. Necessity: 

Assume that M/G/1 QM is unstable, then ρ > 1. We have 
∂

∂ρ
(R21

(0)
) = −

2

(1−ρ)3
(8.48). By ρ > 1, 

∂

∂ρ
(R21

(0)
) >

0,  which directly implies by the Preliminary Theorem, that R21
(0)

is forever increasing in ρ. 

Sufficiency 

Let R21
(0)

 be forever increasing in ρ, then by the Preliminary Theorem, 
∂

∂ρ
(R21

(0)
) = −

2

(1−ρ)3
> 0. This implies 

(ρ − 1)3 > 0. Hence, ρ > 1. This proves I). 

Engaging the same procedure, II) follows. 

The following Theorem captures the dual impact between (IG) and Queueing Theory. This dual impact is 

influencing the existence of FIM , upon the behaviour of ∆ [gij]. 

Theorem 18. The underlying QM satisfies: 

I. ∆ [gij] is forever increasing(decreasing) in ρ ⟺ the underlying QM is (stable) unstable. 

II. ∆ [gij] is forever increasing(decreasing) in β ⟺ the underlying QM is (unstable) stable. 

III. The inflection point of ∆ [gij] with respect to β is at ρ = 1, where ∆ [gij] changes its behaviour around this 

threshol ρ = 1.d  

Proof: 

1) We have [gij] = 
adj[gij]

∆
 =(

(1 − ρ)2 0

0       −(β + 1)2
) Theorem 3. Therefore, 

By Eq. (191), ∆ [gij] = 0 if and only if ρ = 0 or β = −1(this is never permissible). 

Clearly, from Eq. (192), it follows that:  

By PT 2.15, the proof of 1) follows. 

2) We have 

By (PT) 2.15, the proof of 2) follows. 

∆ [gij] =  −(β + 1)2(1 − ρ)2. (191) 

∂∆ [gij]

∂ρ
= 2(1 − ρ)(β + 1)2. (192) 

∂∆ [gij]

∂ρ
> 0(< 0)if and only if(ρ < 1)(ρ > 1). (193) 

∂∆ [gij]

∂β
= −2(1 − ρ)2(β + 1), (194) 

∂∆ [gij]

∂β
> 0(< 0)if and only if (ρ > 1)(ρ < 1). (195) 
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  3) It is straightforward to see that 

∂2(∆
 [gij]

(ρ,β))

∂β2
  if and only if ρ = 1, which proves the required statement. 

DATA ∆ [gij]:∆ [gij] for β = 2, ρ ∈ (0,1). 

Case 1. 

Fig. 23. Impact of stability of 𝐌/𝐆/𝟏 queue on (−det FIM), for  SCV =2. 

As observed in Fig. 23, det (IFIM) is increasing in server utilization if and only if M/G/1 QM is stable. Also, 

this proves how the stability of the underlying QM impacts the existence of  [gij]. 

Case 2.  ∆ [gij]for β = 2, ρ ∈ [1,∞). 

 

Fig. 24. Impact of instability of 𝐌/𝐆/𝟏 queue on (−det FIM), for  SCV =2. 

As observed in Fig. 24, instability of M/G/1 QM is unstable ⟺  ∆  decreases in ρ. 

Case 3. ∆ [gij] behaviour for β in stabilitly phase of M/G/1 QM, ρ = 0.5. 

∂2(∆ [gij](ρ, β))

∂β2
= −2(1 − ρ)2. (196) 
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Fig. 25. Impact of stability of 𝐌/𝐆/𝟏 queue on (−det FIM), for  SU =0.5. 

As seen above in Fig. 25, det (IFIM) is forever decreasing in SCV if and only if M/G/1 QM is stable. 

Case 4.  ∆ [gij]  behaviour for 𝛽 in instabilitly phase of MG1 QM, ρ = 2 

 

Fig. 26. Impact of instability of 𝐌/𝐆/𝟏 queue on (−det FIM), for  SU = 0.5. 

As observed in Fig. 26, within the instability phase of M/G/1 QM, β ∈ (0,1), det (IFIM) is decreasing in β. 
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  Case 5. 

 

Fig. 27. Impact of SU on the second derivative of  (det FIM) with respect to SCV. 

Fig. 27 justifies that the threshold of stability of M/G/1 QM, ρ = 1 , would be the inflection point of det 

(IFIM) as well as being the decision parameter that controls the existence of inverse of (IFIM). 

 Define (QIGUs) by the triad functions, namely h1
QIGU

, h2
QIGU

, h3
QIGU , with  h1

QIGU
, h2
QIGU: M/G/1 QM → [gij], 

where [gij] =  (

1

(1−ρ)2
0

0       
−1

(β+1)2

) Theorem 3. 

provided that Ψn=0(ρ, β) , Ψn>0(ρ, β)are determined by Eq. (54) , Eq. (61) of Theorem 3 respectively. 

 9|Queueing Theoretic Impact on the Continuity of New Devised 

Queueuing-Information Geometric Unifiers (QIGU) 

Theorem 19. For the stable M/G/1 QM 

I. h1
QIGU

 is continuous, for ρ ∈ (0,1). 

II. h1
QIGU

 is well-defined. 

III. h1
QIGU

 is one-to-one. 

IV. h1
QIGU

 is onto. 

V. The inverse function of h1
QIGU

  is characterized by, (h1
QIGU

)−1(ρ)= 1 −
1

√ρ
, ρ ∈ (0,1). 

VI. h2
QIGU

 is continuous, for β ∈ (1,∞). 

VII. h2
QIGU

 is well-defined. 

h1
QIGU(ρ)= g11 =

1

(1−ρ)2
, ρ ∈ (0,1), (197) 

h2
QIGU(β) = −g22 =

1

(1+β)2
, β ∈ (1,∞), (198) 

h3
QIGU(ρ, β)={

Ψn=0(ρ, β) = −l n(1 − ρ) ,                                  n = 0,

Ψn>0(ρ, β)  = l n(β + 1) − l n(1 − ρ) − ln2, n > 0.
 (199) 
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  VIII. h2
QIGU

 is one-to-one. 

IX. h2
QIGU

 is onto. 

X. The inverse function of h2
QIGU

 is characterized by, (h2
QIGU

)−1(β)= −1 +
1

√β
, β ∈ (1,∞). 

XI. Ψn=0(ρ, β) is well-defined. 

XII. Ψn=0(ρ, β) is continuous if and only if M/G/1 QM is stable. 

XIII. Ψn=0(ρ, β) is discontinuous ⟺ the instability of the underlying QM is satisfied. 

XIV. Ψn=0(ρ, β) is one-to-one. 

XV. Ψn=0(ρ, β) is onto. 

XVI. The inverse function of Ψn=0(ρ, β)  is characterized by, (Ψn=0(ρ, β))
−1(ρ) = 1 − e−ρ, ρ ∈ (0,1). 

XVII. Ψn>0(ρ, β) characterizes a family of non-well-defined (ρ, β) dependent functions. 

XVIII. Ψn>0(ρ, β) is continuous if and only if M/G/1 QM is stable. 

XIX. Ψn>0(ρ, β) is discontinuous ⟺ the instability of the underlying QM is satisfied. 

Proof 

1) Let ρ1, ρ2 ∈ (0,1)such that there is a δ > 0 satisfying. 

Clearly, by Eq. (46), proof of I follows. 

It is also clear that if either ρ1 = 1 orρ2 = 1. Then, the the underlying QM is unstable, which implies by Eq. 

(201) that ε → ∞. This implies that h1
QIGUis discontinuous at ρ = 1. 

II. Let ρ1, ρ2 ∈ (0,1), ρ1 ≠ ρ2 .Assume that h1
QIGU

(ρ1) =  h1
QIGU

(ρ2).Hence, 
1

(1−ρ1)
2 = 

1

(1−ρ2)
2 , equivalently,  

(1 − ρ1)
2 = (1 − ρ2)

2. This means, ρ1 = ρ2 orρ1 + ρ2 = 2. We have to reject, ρ1 = ρ2. Also, ρ1 + ρ2 =

2 is impossible since ρ1, ρ2 ∈ (0,1), Clearly, a contradiction follows. Therefore, II holds. 

III. h1
QIGU

(ρ
1
) =  h1

QIGU
(ρ
2
), this implies that ρ1 = ρ2. 

IV. Obviously, every ρ ∈ (0,1) uniquely characterizes  
1

(1−ρ)2
 such that h1

QIGU
(ρ)= g11 =

1

(1−ρ)2
. Hence, h1

QIGU 

is onto. 

V. Assume h1
QIGU(ρ) = y. Hence, 

VI. Let β1, β2 ∈ (1,∞)such that there is a  δ > 0 satisfying: 

Clearly by Eq. (46), the proof of  VI follows. 

VII. Let β1, β2 ∈ (1,∞), β1 ≠ β2. Assume that h2
QIGU

(β1) =  h2
QIGU

(β2).  Hence,  
1

(1+β1)
2 = 

1

(1+(β2)
2 , 

equivalently,  (1 + β1)
2 =  (1 + β2)

2. This means, β1 =  β2 or β1 + β2 = −2.   We  must reject, β1 = β2. Also,  

 β1 + β2 = −2  is impossible since β1, β2 ∈ (1,∞), Clearly, a contradiction follows. Therefore, holds. 

|ρ
1
− ρ

2
| < δ, (200) 

|h1
QIGU

(ρ
1
) −  h1

QIGU
(ρ
2
)| =|

1

(1−ρ1)
2 − 

1

(1−ρ2)
2 | = |

(ρ1− ρ2)(ρ1+ ρ2−2)

(1−ρ1)
2
(1−ρ2)

2 | <
δ|(ρ1+ ρ2−2)|

(1−ρ1)
2
(1−ρ2)

2 = ε. (201) 

(h1
QIGU

)−1(ρ)= 1 −
1

√ρ
, ρ ∈ (0,1). (202) 

|β
1
− β

2
| < δ, (203) 

|h2
QIGU

(β
1
) −  h2

QIGU
(β

2
)| = |

1

(1+β1)
2 − 

1

(1+β2)
2 | = |

(β1− β2)(β1+ β2−2)

(1+β1)
2(1+β2)

2 | <
δ

16
|(β

1
+ β

2
− 2)| = ε. (204) 
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  It is also clear that even if the underlying QM is unstable (or equivalently, β ∈ (0,1], which implies by Eq. 

(104), that ε ↛ ∞).  This implies that  h2
QIGU  is everywhere continuous. 

VIII. Assume h2
QIGU

(β) =
1

(1+β)2
= w, β ∈ (1,∞).  This leaves one choice,  

This shows that, (h2
QIGU

)−1(β)= 1 −
1

√β
, β ∈ (1,∞).  

X. Let ρ1, ρ2 ∈ (0,1), ρ1 ≠  ρ2 .  Assume that  Ψn=0(ρ1) =  Ψn=0(ρ2).  Hence,  −ln(1 − ρ1) =  −ln(1 − ρ2) , 

equivalently,  (1 − ρ1) =  (1 − ρ2). This means, ρ1 = ρ2 . Clearly, a contradiction follows. Therefore, X holds. 

XI. Necessity: Assume that M/G/1 QM is stable, then ρ1, ρ2 ∈ (0,1). 

Suppose that there is a  𝛿 > 0 satisfying: 

It is well known that Maclauren's series of 𝑙𝑛 (1 − 𝜌), for 𝜌 ∈ (0,1) is determined by  

Thus, it follows that: 

This proves continuity. 

Sufficiency:  

By Eq. (208), there exists 
δ1

(1−ρ1)
= ε1 > 0, 

δ2

(1−ρ2)
= ε2 > 0, with δ = min(δ1, δ2) > 0, ε = min (ε1, ε2) 

satisfying, Eq. (206) and Eq. (208). Consequently,  ρ1, ρ2 ∈ (0,1), which directly implies the underlying QM's 

stability. 

XII. Following Eq. (208), discontinuity of Ψn=0 occurs if and if ρ1 ≥ 1 to enforce ε to be infinite of any 

negative real number. Therefore, XII holds. 

The validity of both  XIII and  XIV can easily be verified. 

Assume Ψn=0(ρ) = −ln (1 − ρ) = m, ρ ∈ (0,1). Thus, it holds that 1 − ρ =  e−m . Consequently, ρ =  1 − e−m. 

This shows that (Ψn=0)
−1(ρ)= 1 − e−ρ, ρ ∈ (0,1), which proves XV.  

XVI. Let ρ1, ρ2 ∈ (0,1), (β1, β2) ∈ (1,∞) such that ρ1 ≠ ρ2, β1 ≠ β2 Assume that Ψn>0(ρ1, β1) =

 Ψn>0(ρ2, β2).  Hence, 

  
(β1+1)

(1−ρ1)
= 

(β2+1)

(1−ρ2)
. This means,  

By Eq. (209),  XVI) holds. 

It is obvious that Ψn>0  is continuous for all β ∈ (1,∞), ρ ∈ (0,1). This proves the necessity requirement. As 

for the sufficiency requirement, let Ψn>0(ρ, β) be continuous. This directly implies that l n(1 − ρ) attains non-

infinite real values. Consequently,  1 − ρ > 0. Hence, the underlying M/G/1 QM is stable. This proves 18). 

β =  −1 +
1

√w
. (205) 

|ρ
1
− ρ

2
| < δ, (206) 

|Ψn=0(ρ1) −  Ψn=0(ρ2)| = |ln(1 − ρ
1
) − ln(1 − ρ

2
)|. (207) 

l n(1 − ρ) =  −∑
ρn

n
 .

∞

n=1

 (47) 

|ln(1 − ρ
1
) − ln(1 − ρ

2
)| < δ ∑ (ρ1

n−1 + ρ1
n−2 +⋯+ 1) =    

δ

(1−ρ1)
= ε.                          ∞

n=1  (208) 

(β1 − β2) + (ρ1 − ρ2) = (β2ρ1 − β1ρ2). (209) 
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  To prove XIX, it is clear that Ψn>0(ρ, β) is discontinuous if and only if both l n(β + 1) and ln(1 − ρ) is 

discontinuous. This is equivalent to β > −1, ρ ≥ 1. Equivalently, M/G/1 QM is unstable.  

10|Closing Remarks with the Next Phase of Research 

This paper discusses the application of information geometric concepts in queueing theory, specifically 

focusing on the specified QM. It introduces the Fisher information metric, the 𝛼-connection, and analyses 

the geometric properties of the queue manifold, such as Gaussian and Ricci curvatures. The paper also 

highlights the potential for further research in IG unification with existing knowledge of scientific fields. 

References 

[1]  Mageed, I. A., Zhou, Y., Liu, Y., & Zhang, Q. (2023). Towards a revolutionary info-geometric control theory 

with potential applications of fokker planck kolmogorov (FPK) equation to system control, modelling and 

simulation. 2023 28th international conference on automation and computing (ICAC) (pp. 1-6). IEEE. 

https://doi.org/10.1109/ICAC57885.2023.10275271 

[2]  Mageed, I. A., Yin, X., Liu, Y., & Zhang, Q. (2023). $\mathbb {Z}_{a, b}$ of the stable five-dimensional 

$M/G/1$ queue manifold formalism's info- geometric structure with potential info-geometric applications 

to human computer collaborations and digital twins. 2023 28th International conference on automation and 

computing (ICAC) (pp. 1-6). IEEE. DOI: 10.1109/ICAC57885.2023.10275185 

[3]  Mageed, I. A. (2024). Info-geometric analysis of gamma distribution manifold with gamma distribution impact to 

advance satellite earth observations. https://www.preprints.org/manuscript/202402.0968 

[4]  Mageed, I. A., Zhang, Q., Akinci, T. C., Yilmaz, M., & Sidhu, M. S. (2022). Towards abel prize: the 

generalized brownian motion manifold's fisher information matrix with info-geometric applications to 

energy works. 2022 global energy conference (GEC) (pp. 379-384). IEEE. 

https://doi.org/10.1109/GEC55014.2022.9987239 

[5]  Mageed, I. A. (2024). Info-geometric analysis of the stable queue manifold dynamics with queue 

applications to e-health. https://www.preprints.org/manuscript/202401.1813 

[6]  Mageed, I. A., & Kouvatsos, D. D. (2021). The impact of information geometry on the analysis of the stable 

M/G/1 queue manifold. ICORES (pp. 153-160). DOI: 10.5220/0010206801530160 

[7]  Mageed, I. A., & Kouvatsos, D. D. (2019). Information geometric structure of stable m/g/1 queue manifold 

and its matrix exponential. 35th UK performance engineering workshop 16 December 2019 (p. 116). 

https://www.researchgate.net/profile/Dr-Vijay-Singh-

2/publication/340951179_proceedings/links/5ea70fb145851553fab34b07/proceedings.pdf#page=123 

[8]  Miyagawa, S. (2010). MIT open course ware: How it began. https://www.nae.edu/162657/MIT-

OpenCourseWare-How-it-Began  

[9]  Mageed, I. A. (2024). On the Rényi entropy functional, tsallis distributions and lévy stable distributions. 

https://www.preprints.org/manuscript/202401.1996/download/final_file 

[10]  Grivel, E., Diversi, R., & Merchan, F. (2021). Kullback-Leibler and Rényi divergence rate for Gaussian 

stationary ARMA processes comparison. Digital signal processing, 116, 103089. 

[11]  Cai, T. T., Guo, Z., & Ma, R. (2023). Statistical inference for high-dimensional generalized linear models 

with binary outcomes. Journal of the american statistical association, 118(542), 1319–1332. 

https://doi.org/10.1080/01621459.2021.1990769 

[12]  Marmin, A., de Morais Goulart, J. H., & Févotte, C. (2023). Majorization-minimization for sparse 

nonnegative matrix factorization with the $\beta $-divergence. IEEE transactions on signal processing, 71, 

1435-1447. https://arxiv.org/pdf/2207.06316 

[13]  Cilingir, H. K., Manzelli, R., & Kulis, B. (2020). Deep divergence learning. International conference on 

machine learning (pp. 2027-2037). PMLR. http://proceedings.mlr.press/v119/cilingir20a/cilingir20a.pdf 

[14]  Chow, B., Lu, P., & Ni, L. (2023). Hamilton’s Ricci flow (Vol. 77). American mathematical society, Science 

Press. https://books.google.com/books 

[15]  Gilkey, P., Brozos-Vazquez, M., Garcia-Rio, E., Nikčević, S., & Vásquez-Lorenzo, R. (2022). The geometry 

of Walker manifolds. Springer Nature. 



 A Mageed|Risk Assess. Manage. Decis. 1(1) (2024) 154-197 

 

197

 

  
[16]  Bachmann, G., Bécigneul, G., & Ganea, O. (2020). Constant curvature graph convolutional networks. 

In International conference on machine learning (pp. 486-496). PMLR. 

http://proceedings.mlr.press/v119/bachmann20a/bachmann20a.pdf 

[17]  Sun, A. (2020). Compactness of constant mean curvature surfaces in a three-manifold with positive Ricci 

curvature. Pacific journal of mathematics, 305(2), 735–756. https://arxiv.org/pdf/1804.09328 

[18]  Meyer, C. D. (2023). Matrix analysis and applied linear algebra. SIAM. 

https://epubs.siam.org/doi/pdf/10.1137/1.9781611977448.bm 

[19]  Zhang, Y., & Zheng, J. (2022). An overview of developable surfaces in geometric modeling. Recent patents 

on engineering, 16(5), 87–103. https://doi.org/10.2174/1872212115666210512021156 

[20]  Kamarudzaman, A. S. M., Nasir, N. H. M., & Misro, M. Y. (2022). Gaussian and mean curvature of 

biquintic trigonometric bézier surface. Pertanika journal of science & technology, 30(2). 

https://www.researchgate.net/profile/Md-Yushalify-

Misro/publication/359897709_Gaussian_and_Mean_Curvature_of_Biquintic_Trigonometric_Bezier_Surfac

e/links/6273d691b1ad9f66c8a41971/Gaussian-and-Mean-Curvature-of-Biquintic-Trigonometric-Bezier-

Surface.pdf 

[21]  Wang, J., Xing, H., Jin, Z., Tan, Y., Pang, S., & Liu, J. (2023). 3D geometric modelling of the northwest 

pacific slabs: a review and new high-precision model. Earth-science reviews, 238, 104351. 

https://doi.org/10.1016/j.earscirev.2023.104351 

[22]  Banica, T. (2024). Calculus and applications. ArXiv preprint arxiv:2401.00911. 

https://arxiv.org/pdf/2401.00911 

[23]  Latayada, M. J. R. (2023). On the number of restricted one-to-one and onto functons having integral 

coordinates. European journal of pure and applied mathematics, 16(4), 2751–2762. 

http://www.ejpam.com/index.php/ejpam/article/view/4901/1532 

[24]  Irving, R. S. (2013). Beyond the quadratic formula (Vol. 43). MAA. https://books.google.com/books 

[25]  Mageed, I. A., & Zhang, Q. (2023). Threshold theorems for the tsallisian and rényian (tr) cumulative 

distribution functions (CDFs) of the heavy-tailed stable m/g/1 queue with tsallisian and rényian entropic 

applications to satellite images (SIs). Electronic journal of computer science and information technology, 9(1), 41–

47. https://doi.org/10.52650/ejcsit.v9i1.161 

[26]  Roussel, M. R. (2005). Stability analysis for ODEs. Nonlinear dynamics, lecture notes, university hall, 

canada, 78. https://fac.ksu.edu.sa/sites/default/files/stability.pdf 

[27]  Schloss, J., Barnett, P., Sachdeva, R., & Busch, T. (2020). Controlled creation of three-dimensional vortex 

structures in Bose-Einstein condensates using artificial magnetic fields. Physical review a, 102(4), 43325. 

https://doi.org/10.1103/PhysRevA.102.043325 

[28]  Bailes, M., Berger, B. K., Brady, P. R., Branchesi, M., Danzmann, K., Evans, M., …& others. (2021). 

Gravitational-wave physics and astronomy in the 2020s and 2030s. Nature reviews physics, 3(5), 344–366. 

https://doi.org/10.1038/s42254-021-00303-8 

[29]  Dawkins, P. (2021). Paul’s Online Notes, web source. National council of teachers of mathematics. 

https://tutorial.math.lamar.edu/ 

[30]  Breneman, J. E., Sahay, C., & Lewis, E. E. (2022). Introduction to reliability engineering. John Wiley & Sons. 

[31]  Mageed, I. A., & Zhang, Q. (2022). An information theoretic unified global theory for a stable $ m/g/1$ 

queue with potential maximum entropy applications to energy works. 2022 global energy conference 

(GEC) (pp. 300-305). IEEE. https://doi.org/10.1109/GEC55014.2022.9986719 

 


